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ABSTRACT
Although clustering methods have shown promising performance

in various applications, they cannot effectively handle incomplete

data. Existing studies often impute missing values first before clus-

tering analysis and conduct these two processes separately. How-

ever, inaccurate imputation does not necessarily contribute pos-

itively to the subsequent clustering. Intuitively, accurate imputa-

tion and clustering can serve and benefit from each other, where

clustering-based imputation methods typically utilize cluster sig-

nals to impute incomplete data and accurate fillings are expected

to bring more valuable data for clustering. Therefore, in this man-

uscript, rather than considering two tasks independently or con-

ducting them respectively, we study simultaneous clustering and

imputing over incomplete data. The immediate benefit is that such

a strategy improves both clustering and imputation performance

simultaneously, to get a win-win result. Our major technical high-

lights include (1) the problem formalization and NP-hardness analy-

sis on computing simultaneous clustering and imputing results, (2)

exact solutions by transforming the problem as the integer linear

programming (ILP) formulation, and (3) efficient approximation al-

gorithms based on the linear programming (LP) relaxation and local

neighbors (LN) solution, with approximation guarantees. Experi-

ments on various real-world datasets demonstrate the superiority

of our work in clustering and imputing incomplete data.
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1 INTRODUCTION
Data clustering is a fundamental and important technique that has

a broad range of applications, including pattern recognition [41],

bioinformatics [51], data compression [72], anomaly detection [25],

etc. Meanwhile, due to sensor failure or network outage [49], incom-

plete data (a.k.a. null or missing values) are commonly observed,

which would encumber both clustering results and corresponding

applications as aforesaid [30, 33, 54, 75].

Effectively handling missing data during clustering analytics

has thus become a crucial problem. A natural idea is the two-step

method, which imputes incomplete data first and then applies clus-

tering methods. Data scientists spend a lot of time designing impu-

tation approaches based on various signals, e.g., constraints [55, 61],

neighbors [19, 31], clusters [53, 54, 71, 74], statistics [52, 70].

However, as also shown in our empirical study (in Section 5.2),

imputation methods cannot necessarily bring a positive impact on

the clustering performance [29]. The reason is that the imputa-

tion objective is not highly correlated with the clustering target,

resulting in the inaccurate imputation cannot serve the clustering

performance. For instance, the constraint-based method [61] usu-

ally finds the maximum imputation result satisfying the constraints.

Although clustering-based methods [53, 54, 71, 74] divide the in-

complete dataset into clusters first and then use complete tuples in

the same cluster to impute incomplete tuples, they do not consider

the influence on the clustering performance either.

Our preliminary studies [58, 59] show that simultaneous clus-

tering and cleaning can improve both data quality and clustering

performance, where two tasks can serve and benefit from each

other. Following the same line, simultaneous clustering and imput-

ing incomplete data is a promising strategy, by taking full advantage

of their mutual improvement [38]. That is, more accurate fillings

are expected to bring more valuable data for clustering, benefiting

downstream applications.
1
On the other hand, following the same

intuition of clustering-based imputation methods, better clustering

results provide more reliable evidence to guide data imputation as

well.
2
Recent studies [30, 33, 54, 75] thus integrate imputation and

clustering tasks into a unified framework, where two processes are

conducted in turn. Unfortunately, they still do not construct a clear

1
Please see an experimental application study in Section 5.5.

2
Such a claim assumes the clustering correlation between missing data and complete

data. Please see Section 2.2 for more detailed discussions.
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(a) Clusters with true labels
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(b) Clusters by CMI & k-Means
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(c) Clusters by DPCI

50 70 90

Pulse

10

15

20

25

30

35

R
es
p
ir
at
or
y
R
at
e

(d) Clusters by our SCI

Figure 1: Horse [14] data over Pulse and Respiratory Rate
attributes with real-world missing values on the attribute
Respiratory Rate in tuples t1, t2, t3 and on the Pulse attribute
in tuple t4. In subfigure (a) with true cluster labels, red points
form the surgical lesion cluster, and blue points represent
the non-surgical lesion cluster.

connection between imputation and clustering performance, where

two processes are conducted respectively without making the best

of their mutual benefits.

To ensure the successful improvement between clustering and

imputing results, we study Simultaneous Clustering and Imputing

incomplete data (SCI). Specifically, rather than treating imputation

and clustering tasks independently or conducting them respectively,

we consider and process two tasks simultaneously.
3
That is, the

impact on the clustering performance is considered during data

imputation, and vice versa. The immediate benefit is that our study

could optimize both clustering and imputation results at the same

time, taking full advantage of their mutual benefits.

Example 1. Consider the practical application of Horse [14] for

determining surgical lesions in horses. Two critical indicators, i.e.,

pulse and respiratory rate, as illustrated in Figure 1, are important

for the disease diagnosis of horses. Unfortunately, owing to various

reasons, there are real-world missing values in t1 [Respiratory Rate],
t2 [Respiratory Rate], t3 [Respiratory Rate], and t4 [Pulse], which are

denoted by dotted lines in Figure 1(a).

CMI [74], as a clustering-based imputation method, initially parti-

tions the incomplete instance into two clusters, depicted in blue and

red respectively in Figure 1(b). The clustering process is conducted over

the whole instance, including both complete tuples and incomplete

tuples, according to their tuple distances on the complete attribute

values. Then incomplete tuples t1, t2 and t3 are imputed by those

tuples in the same (red) cluster with them and t4 is filled by complete

tuples in the other (blue) cluster. Afterwards, k-Means clustering is

applied to the imputation results. Unfortunately, as shown in Figure

1(b), the imputed tuples by CMI are mis-clustered, along with the

inaccurate imputation results.

3
Please see the formal problem definition in Section 2.2.

Regarding the unified framework DPCI [33], incomplete tuples are

first imputed using 2-nearest-neighbors based on their complete at-

tribute values, such as {t12, t16} for t4. As illustrated in Figure 1(c),

the original separation of the surgical lesion cluster caused by missing

values makes imputation values closely aligned with only one of the

three separated clusters (marked in blue, red, and yellow, respectively),

resulting in inaccurate fillings. For instance, since t12 and t16 belong to

different clusters, the corresponding imputation result t
′
4
[Pulse] = 70

is thus inaccurate due to the aggregation of heterogeneous values from

these separate clusters. Furthermore, training a clustering model over

complete tuples, where t12, t13, and t14 form an individual yellow-

marked cluster due to being far away from the others, also leads to

inaccurate clustering results. That is, although DPCI integrates clus-

tering and imputation tasks into one unified framework, conducting

them separately is still hard to get accurate results.

Conversely, our SCI evaluates the performance of clustering and

imputing tasks simultaneously, considering the potential fillings of

all the missing values. As shown in Figure 1(d), we observe that the

imputed values t
′
1
[Respiratory Rate] = 24, t

′
2
[Respiratory Rate] = 24,

t
′
3
[Respiratory Rate] = 24, and t

′
4
[Pulse] = 86 can reconnect the

surgical lesion cluster previously segmented due to missing values.

Such a solution leads to improved results for clustering and imputation

tasks, making it the preferred solution by SCI.

1.1 Contributions
Our major contributions in this study are summarized as follows.

(1) We formalize the optimal simultaneous clustering and imputing

incomplete data problem and analyze its hardness (Lemma 1) in

Section 2.

(2) We compute exact solutions by transforming the problem into

the ILP formulation in Section 3.

(3) We design an approximate algorithm based on the LP relaxation

in Section 4.2, with the polynomial-time complexity (Proposition

3) and approximation guarantees (Proposition 4).

(4) We further advance the approximation algorithm to be more

efficient by considering LN solutions without calling LP solvers

(Proposition 5) in Section 4.3, whose approximation performance

is also ensured under the certain case (Proposition 6).

Finally, we report an extensive experimental evaluation in Sec-

tion 5, compared with sixteen competitive baselines, including

imputation methods, missing data tolerant clustering approaches

and unified frameworks. Experiment results show the superiority of

our work in improving both clustering and imputing performance.

In addition, the application study on the downstream anomaly

detection demonstrates the practicality of our methods.

2 PROBLEM STATEMENT
In this section, we provide the terminology used in this manuscript

and formalize the problem of simultaneous clustering and imputing

incomplete data, with the hardness analysis.

2.1 Preliminaries
Consider a relational instance r = {t1, . . . , tn} over schema R =

(A1, . . . ,Am). Each tuple t𝑖 ∈ r consists of cells {t𝑖 [𝐴1], t𝑖 [𝐴2],
, . . . , t𝑖 [𝐴𝑚]}, where t𝑖 [𝐴 𝑗 ] is the value of attribute A𝑗 in tuple t𝑖 .
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2.1.1 Data Clustering. For each attribute A𝑗 ∈ R, let Δ be any

distance metric, having 0 ≤ Δ(t𝑖 [A𝑗 ], t𝑙 [A𝑗 ]) ≤ 1. For instance, it

can be a min-max normalization distance [36] for numerical values,

or a normalized Levenshtein distance [47] for string values.

By aggregating the distance on each attribute A𝑗 ∈ R, we can
obtain the tuple distanceΔ(t𝑖 [R], t𝑙 [R]), or simplyΔ(t𝑖 , t𝑙 ). L2 norm,

the Euclidean distance [36], is a commonly used distance metric,

which serves as the default function to compute the tuple distance.
4

To evaluate the clustering performance, for a set of centers C ⊂ r ,

we define the distance between each tuple t𝑖 ∈ r and C as the

minimum tuple distance from t𝑖 to any center t𝑙 ∈ C,

Δ(t𝑖 ,C) = min

t𝑙 ∈C
Δ(t𝑖 , t𝑙 ) . (1)

Since different clustering methods own different characteristics

and objectives, it is hard to design a common objective effective for

all kinds of them. However, the main idea of different clustering

methods is generally similar, i.e., dividing close tuples into the same

cluster. Enlightened by this, to serve more general scenarios, we

follow the same objective with the most commonly used partition-

based clustering [66]. Then the clustering objective for an instance

r w.r.t. the centers C ⊂ r can be calculated by summarizing the

distance cost Δ(t𝑖 ,C) for each t𝑖 ∈ r .

Definition 1 (Distance Cost). Given a relational instance r

and a set of cluster centers C ⊂ r , the distance cost D(r,C) is

D(r,C) =
∑︁
t𝑖 ∈r

Δ(t𝑖 ,C) . (2)

For an instance r , the goal of the clustering problem is to find

at most 𝜅 tuples C ⊂ r as cluster centers, such that the distance

cost D(r,C) is minimized [66]. As discussed above, although such

an objective cannot be strictly same as all the clustering methods,

it requires all the tuples in each cluster similar to each other, i.e.,

conforming to the core idea of different clustering methods.

Example 2. Consider the complete version of the relational in-

stance r in Figure 1(b), with two cluster centers. According to Formula

1, the distance cost of t14 w.r.t. the cluster centers C = {t′
2
, t17} is

Δ(t14,C) = Δ(t14, t′
2
) = 0.81, where t′

2
[Respiratory Rate] = 28. Then

the distance cost of instance r is calculated according to Formula 2,

having D(r,C) = 0.81 + 0.61 + 0.30 + 0.16 + 0.0 + · · · = 5.35.

2.1.2 Imputation Candidates. Let r𝑀 ⊂ r represent the set of in-

complete tuples containing at least one missing value. For each

tuple 𝑡𝑖 ∈ r𝑀 , we denote M𝑖 as the set of attributes having null

values in 𝑡𝑖 .

Following the common procedure of existing data cleaning meth-

ods [55, 61, 70], for each null cell t𝑖 [A𝑗 ] = ⊥, we consider a set

of cell candidates can(t𝑖 [A𝑗 ]). It can be simply the domain values

dom(𝐴 𝑗 ) = Π𝐴 𝑗
(r) of attribute A𝑗 , or narrowed down by exist-

ing imputation methods, e.g., suggested by 𝑘-nearest neighbors on

complete attributes [19].
5
That is, we apply the assumption that the

true value of each null cell t𝑖 [A𝑗 ] = ⊥ is included in the candidate

set, which is a widely used assumption in data cleaning [37, 42].

4
It is notable that any L

𝑝
metric is applicable in our work, depending on the specific

user requirement.

5
Experiments in Section 5.2 demonstrate that our methods show superiority against

various baselines, simply with such kNN candidates.

Moreover, for each incomplete tuple t𝑖 ∈ r𝑀 , there may exist

multiple attributes having missing values, i.e., |M𝑖 | > 1. We thus

consider tuple candidates can(t𝑖 ), by combining all the cell candi-

dates on each incomplete attribute A𝑗 ∈ M𝑖 ,

can(t𝑖 ) = {
∏

A𝑗∉M𝑖

{t𝑖 [A𝑗 ]} ×
∏

A𝑗 ∈M𝑖

can(t𝑖 [A𝑗 ])}. (3)

Note that both categorical and numerical candidates can be uni-

formly processed and collaboratively utilized in our work, sup-

ported by the normalized distance functions in Section 2.1.1.

Similarly, the instance candidates can(r) of r can be obtained

by considering tuple candidates of each tuple t𝑖 ∈ r , i.e., can(r) =∏
t𝑖 ∈r can(t𝑖 ). A filling r

′ ∈ can(r) is also an instance over R, and

the distance cost in Formula 2 of r
′
is rewritten as

D(r′,C) =
∑︁
t
′
𝑖
∈r′

Δ(t′𝑖 ,C), (4)

where C ⊂ r
′
.

Remark. If we need to cluster data without imputing missing

values, our work is still applicable. Imputation candidates bound

the possible space of imputing and clustering results. In this sense,

our work shows the best result of both imputing and clustering

tasks over incomplete data, with the bounded candidates, no matter

whether the missing values are imputed at last.

Example 3. Consider the incomplete instance r in Figure 1(a).

Given 𝑘 = 5, the 𝑘-nearest neighbors {t6, t7, t8, t9, t10} of t1 on the

complete attribute Pulse suggest cell candidates can(t1 [Respiratory
Rate]) = {18, 22, 24, 28, 30}. It leads to a number of five tuple can-

didates, i.e., can(t1) = {(76, 18), (76, 22), (76, 24), (76, 28), (76, 30)}.
Similarly, the other incomplete tuples t2, t3, t4 ∈ r also contain 4, 3, 5

tuple candidates respectively. Considering all the incomplete tuples in

r , we have instance candidates r
′ ∈ can(r). For any filling r

′ = {t′
1
=

(76, 28), t′
2
= (78, 30), t′

3
= (80, 24), t′

4
= (72, 23), . . . }, the distance

cost can be calculated according to Formula 4, having D(r′,C′) =
0.29 + 0.30 + 0.43 + · · · = 5.72.

2.2 SCI Problem and Analysis
Considering the possible space of fillings, we study how the im-

putation and clustering results are affected simultaneously. In this

sense, among the instance candidates r
′ ∈ can(r), we find the one

with the minimum distance cost D(r′,C).

Problem 1. Given an incomplete relational instance r with impu-

tation candidates can(r), the optimal Simultaneous Clustering and

Imputing incomplete data (SCI) problem is to find an imputed in-

stance r
′ ∈ can(r) and clustering result C, such that the distance cost

D(r′,C) is minimized.

Unfortunately, we show that the problem is generally hard.

Lemma 1. The decision version of the optimal SCI problem is np-

complete.

Remark. Although our study assumes the clustering correlation

between missing data and complete data, we argue that it is a

widely adopted assumption of existing clustering-based imputation

methods with various real-world application scenarios [53, 71, 74].

Meanwhile, we have to admit that our study may not perform very

well, when this assumption does not exist in some scenarios, e.g.,
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facing serious data heterogeneity and sparsity issues. However,

experiments in Section 5.2 over real datasets with various charac-

teristics and real-world missing values show the applicability and

generalizability of our work.

Example 4 (Example 3 continued). Consider another instance

candidate r
′′ = {t′

1
= (76, 24), t′

2
= (78, 24), t′

3
= (80, 24), t′

4
=

(86, 23), . . . }. Similarly, according to Formula 4, we can compute the

distance cost D(r′′,C′′) = 0.58 + 0.29 + 0.03 + · · · = 5.12, with

C
′′ = {t′

2
, t15}. It is less than that ofD(r′,C′) in Example 3. Actually,

given the aforesaid instance candidates can(r), r′′ and C
′′
are the

optimal results leading to the minimum distance cost.

3 COMPUTING EXACT SOLUTIONS
In this section, we present an approach for computing the exact

solution of the optimal SCI problem, by transforming it into an

integer linear programming (ILP) formulation. Given a relational

instance r with imputation candidates can(r) for each tuple t𝑖 ∈ r .
Let c𝑖 = |can(t𝑖 ) | denote the number of tuple candidates for t𝑖 ∈ r .
Specially, we have c𝑖 = 1 for complete tuples t𝑖 ∈ r \ r𝑀 , i.e.,

can(t𝑖 ) = {t𝑖 }.
Consider the variable x𝑖𝑝 ∈ {0, 1}, where x𝑖𝑝 = 1 denotes that

the p-th tuple candidate a𝑖𝑝 ∈ can(t𝑖 ) is selected as the filling of

t𝑖 , i.e., t
′
𝑖
= a𝑖𝑝 ; otherwise, x𝑖𝑝 = 0. The imputation should ensure

filling all the missing values. More specifically, for each tuple t𝑖 ∈ r
with candidates can(t𝑖 ), it is required that t𝑖 must be and can only

be imputed by one tuple candidate, e.g., a𝑖𝑝 ∈ can(t𝑖 ), having
c𝑖∑︁
p=1

x𝑖𝑝 = 1. (5)

Let y𝑙𝑞 = 1 represent that t
′
𝑙
= a𝑙𝑞 acts as a cluster center, i.e.,

t
′
𝑙
(= a𝑙𝑞) ∈ C; otherwise, y𝑙𝑞 = 0. As analyzed in Section 2.1.1,

following the same line of partition-based clustering methods [40],

we suppose that there are at most 𝜅 open cluster centers in C,

n∑︁
l=1

c𝑙∑︁
q=1

y𝑙𝑞 ≤ 𝜅. (6)

We use the variable z𝑖𝑝𝑙𝑞 to represent the clustering membership

for each imputed tuple t
′
𝑖
= a𝑖𝑝 w.r.t. the corresponding cluster

center t
′
𝑙
= a𝑙𝑞 . z𝑖𝑝𝑙𝑞 = 1 if t

′
𝑖
= a𝑖𝑝 is assigned to the cluster center

t
′
𝑙
= a𝑙𝑞 with y𝑙𝑞 = 1; otherwise, z𝑖𝑝𝑙𝑞 = 0. Intuitively, one tuple

t
′
𝑖
∈ r′ can only belong to one cluster, restricting

c𝑖∑︁
p=1

n∑︁
l=1

c𝑙∑︁
q=1

z𝑖𝑝𝑙𝑞 = 1. (7)

It is notable that the basic preconditions of assigning a tuple

t
′
𝑖
= a𝑖𝑝 to the center t

′
𝑙
= a𝑙𝑞 , i.e., z𝑖𝑝𝑙𝑞 = 1, are that (i) the tuple

candidate a𝑖𝑝 is used for imputing t𝑖 (x𝑖𝑝 = 1); (ii) the candidate

a𝑙𝑞 is selected as the filling of t𝑙 (x𝑙𝑞 = 1); and (iii) a cluster center

must have been opened at t
′
𝑙
= a𝑙𝑞 (y𝑙𝑞 = 1).

The first precondition (i) could be represented as the constraint

z𝑖𝑝𝑙𝑞 ≤ x𝑖𝑝 . (8)

It ensures that whenever z𝑖𝑝𝑙𝑞 = 1, then we must have x𝑖𝑝 = 1.

Similarly, the next two preconditions (ii) and (iii) require that

z𝑖𝑝𝑙𝑞 ≤ x𝑙𝑞 and z𝑖𝑝𝑙𝑞 ≤ y𝑙𝑞 . In addition, to make t
′
𝑙
= a𝑙𝑞 become a

𝒕𝒕𝒕𝟐𝟐

𝒕𝒕𝟖𝟖

𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
𝒕𝒕𝟏𝟏′

𝒂𝒂𝟏𝟏𝟏𝟏

𝒛𝒛𝟏𝟏𝟏𝟏𝟐𝟐𝟐𝟐 = 𝟏𝟏

𝒙𝒙𝟏𝟏𝟏𝟏 = 𝟏𝟏

𝑑𝑑1122

𝑑𝑑1322

𝒕𝒕𝟏𝟏𝟏𝟏
𝒚𝒚𝟏𝟏𝟏𝟏 = 𝟏𝟏

𝒛𝒛𝟏𝟏𝟏𝟏,𝟏𝟏,𝟐𝟐,𝟐𝟐 = 𝟏𝟏

𝒙𝒙𝟏𝟏𝟏𝟏,𝟏𝟏 = 𝟏𝟏
𝒚𝒚𝟏𝟏𝟏𝟏,𝟏𝟏 = 𝟏𝟏𝒙𝒙𝟏𝟏𝟏𝟏 = 𝟏𝟏

𝒚𝒚𝟏𝟏𝟏𝟏 = 𝟏𝟏
𝒛𝒛𝟏𝟏𝟏𝟏𝟐𝟐𝟐𝟐 = 𝟏𝟏

𝒕𝒕𝟔𝟔

𝒕𝒕𝟏𝟏′
𝒛𝒛𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 = 𝟏𝟏
𝒚𝒚𝟐𝟐𝟐𝟐 = 𝟏𝟏
𝒙𝒙𝟐𝟐𝟐𝟐 = 𝟏𝟏

𝒂𝒂𝟏𝟏𝟏𝟏

𝒕𝒕𝟏𝟏

𝑑𝑑1822

𝑑𝑑10,1,2,2

Figure 2: Optimal results of simultaneous clustering and
imputing incomplete data by ILP

true cluster center (y𝑙𝑞 = 1), it also requires t
′
𝑙
indeed imputed by

the tuple candidate a𝑙𝑞 , i.e., x𝑙𝑞 = 1, having y𝑙𝑞 ≤ x𝑙𝑞 . Combining

the aforesaid three constraints, we have

z𝑖𝑝𝑙𝑞 ≤ y𝑙𝑞 ≤ x𝑙𝑞 . (9)

Given the constraints in Formulas 5-9, the optimal simultaneous

clustering and imputing incomplete data problem can be written

as an ILP formulation.

min

𝑛∑︁
𝑖=1

𝑛∑︁
𝑙=1

𝑐𝑖∑︁
𝑝=1

𝑐𝑙∑︁
𝑞=1

z𝑖𝑝𝑙𝑞d𝑖𝑝𝑙𝑞 (10)

s.t.(5), (6), (7), (8), (9)
x𝑖𝑝 , y𝑙𝑞, z𝑖𝑝𝑙𝑞 ∈ {0, 1}, 1 ≤ i ≤ n, 1 ≤ p ≤ c𝑖

1 ≤ 𝑙 ≤ n, 1 ≤ q ≤ c𝑙 (11)

where the weight d𝑖𝑝𝑙𝑞 for z𝑖𝑝𝑙𝑞 is a constant denoting the tuple

distance between t
′
𝑖
= a𝑖𝑝 and t

′
𝑙
= a𝑙𝑞 , i.e., d𝑖𝑝𝑙𝑞 = Δ(a𝑖𝑝 , a𝑙𝑞).

Remark. Our ILP formulation is different from existing partition-

based clusteringmethods [18, 24, 48, 67], which assume the instance

is complete and directly design the ILP formulation over complete

tuples. In contrast, we introduce new variables x𝑖𝑝 for various

imputation candidates can(t𝑖 ), with the new filling constraint (5)

and clustering constraints (6)-(9) w.r.t. multiple candidates.

Proposition 2. The ILP results xILP, yILP and zILP form an op-

timal clustering solution C
ILP

and imputed instance r
ILP

with the

minimum distance cost

D(rILP,CILP) =
𝑛∑︁
𝑖=1

𝑛∑︁
𝑙=1

𝑐𝑖∑︁
𝑝=1

𝑐𝑙∑︁
𝑞=1

z
ILP

𝑖𝑝𝑙𝑞
d𝑖𝑝𝑙𝑞,

where t
′
𝑖
= a𝑖𝑝 iff x𝑖𝑝 = 1; y𝑙𝑞 ∈ C iff y𝑙𝑞 = 1; and t

′
𝑖
= a𝑖𝑝 belongs

to the cluster of t
′
𝑙
= a𝑙𝑞 iff z𝑖𝑝𝑙𝑞 = 1, 1 ≤ i ≤ n, 1 ≤ 𝑙 ≤ n, 1 ≤ p ≤

c𝑖 , 1 ≤ q ≤ c𝑙 .

Existing ILP solvers [35, 39] can be applied to obtain exact solu-

tions for clustering and imputing results. Unfortunately, it is still

intractable to compute the exact solutions. Referring to the pre-

vious study [39], the time complexity of computing ILP results is

𝑂 (2(1−poly(1/b) )n2c2 ), where c is the maximum number of tuple

candidates for any incomplete tuple in r𝑀 and bn
2
c
2
is the number

of constraints in ILP.
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Example 5. Consider the relational instance r in Figure 1.We trans-

form the optimal SCI problem into an ILP formulation. For instance,

as Figure 2 shows, the tuple candidate a13 ∈ can(t1) is associated
with a variable x13 denoting whether (76, 24) is selected as the filling
of t1, and y13 represents whether it will be a cluster center. z1322 shows

the cluster membership of t
′
1
= a13 w.r.t. the center t

′
2
. Moreover, the

constant d1322 of z1322 denotes the tuple distance between t
′
1
= a13

and t
′
2
= a22, e.g., d1222 = 0.43 and d1322 = 0.05. Given d1322 < d1122,

by minimizing the objective in Formula 10, a solution of ILP can be

x13 = x22 = x31 = x44 = 1, y15,1 = y22 = 1, z1322 = z2222 = z3122 =

z4422 = z5122 = · · · = z15,1,15,1 = z16,1,15,1 = · · · = z22,1,15,1 = 1, and

the others are 0. It leads to a minimum distance cost, with centers

C = {t′
2
, t15} and clusters {{t′

1
, t′
2
, t′
3
, t′
4
, t5, t6, . . . , t14}, {t15, . . . , t22}}.

4 APPROXIMATION METHODS
Recognizing the hardness of computing exact solutions for the

optimal SCI problem, in this section, we focus on designing approx-

imation algorithms.We start by studying heuristics for constructing

approximate results based on the linear programming (LP) solution.

The idea is to guide the simultaneous clustering and imputing pro-

cess according to the distance cost W𝑖𝑝 for each tuple candidate

a𝑖𝑝 . Notably, rather than running iteratively as existing studies, the

approximation algorithm rounds tuple candidates for only one pass

to get clustering and imputing results simultaneously (Proposition

3), with the approximation guarantee (Proposition 4).

Considering the expensive cost to call LP solvers, we further

study the efficient initialization forW𝑖𝑝 by using local neighbors

(LN) without calculating LP solutions. Such a strategy makes the

approximation method more efficient (Proposition 5), with the guar-

anteed performance under the certain case (Proposition 6).

4.1 Heuristics via LP Relaxation
Referring to the difficulty of directly solving the ILP problem to

get exact solutions [57], we study the heuristics for constructing

approximate solutions that might achieve a near-optimal result

efficiently. A natural intuition is to consider an LP relaxation, which

is known can be solved in polynomial time [43]. That is, change

the requirement of x𝑖𝑝 , y𝑙𝑞, z𝑖𝑝𝑙𝑞 ∈ {0, 1} in Formula 11 to

x𝑖𝑝 , y𝑙𝑞, z𝑖𝑝𝑙𝑞 ∈ [0, 1] . (12)

Since the outputs x𝑖𝑝 , y𝑙𝑞 and z𝑖𝑝𝑙𝑞 of LP might be fractional, we

need to transform the solution into integers to get the clustering

result. Inspired by the efficient clustering approach [48], we will

show how to round these fractional results of LP into a near-optimal

ILP resolution. According to Formula 10, in the LP solution, a filling

t
′
𝑖
= a𝑖𝑝 incurs the distance cost

W𝑖𝑝 =

n∑︁
l=1

c𝑙∑︁
q=1

z𝑖𝑝𝑙𝑞d𝑖𝑝𝑙𝑞 . (13)

This might be spread out over multiple cluster centers t
′
𝑙
=

a𝑙𝑞 with z𝑖𝑝𝑙𝑞 > 0. Moreover, according to Formula 7, we have∑
c𝑖

p=1

∑
n

l=1

∑
c𝑙

q=1
z𝑖𝑝𝑙𝑞 = 1, which makes it intuitive to consider

the value of z𝑖𝑝𝑙𝑞 as a probability distribution between t
′
𝑖
= a𝑖𝑝

and multiple cluster centers t
′
𝑙
= a𝑙𝑞 . Then W𝑖𝑝 would be the

expectation of the distance cost for t
′
𝑖
= a𝑖𝑝 .

𝑑𝑑7161

𝑑𝑑7191 > 1 + 𝜖𝜖 𝑊𝑊71

1 + 𝜖𝜖 𝑊𝑊91

𝑑𝑑9161 < 1 + 𝜖𝜖 𝑊𝑊91

1 + 𝜖𝜖 𝑊𝑊71

𝒕𝒕𝟔𝟔
𝒕𝒕𝟗𝟗𝒕𝒕𝟕𝟕

Figure 3: Extended neighborhood for 𝜖 = 0.3

Tuples with the smallest W𝑖𝑝 tend to be similar to the others,

which is indeed the intrinsic requirement of cluster centers [40].

Therefore, we heuristically compute the simultaneous clustering

and imputing results by estimating the distance cost W𝑖𝑝 for each

filling candidate a𝑖𝑝 . Specifically, we appoint those fillings with the

smallestW𝑖𝑝 as centers first, which can then be used to cover the

other tuples with the imputation closest to them.

Enlightened by this, we define the tuples having distances from

t
′
𝑖
= a𝑖𝑝 within W𝑖𝑝 as the neighborhood N(a𝑖𝑝 ,W𝑖𝑝 ) of t′𝑖 = a𝑖𝑝 ,

N(a𝑖𝑝 ,W𝑖𝑝 ) = {a𝑙𝑞 | t𝑙 ∈ r, a𝑙𝑞 ∈ can(t𝑙 ),Δ(a𝑖𝑝 , a𝑙𝑞) ≤ W𝑖𝑝 }.
(14)

However, it might be conservative to only consider the neigh-

borhood of t
′
𝑖
= a𝑖𝑝 as its cluster members. As indicated by the

well-known clustering method DBSCAN [32], if two points are

density-reachable, i.e., existing other points lying in the neighbor-

hoods of both the two points, they will belong to the same cluster.

Similarly, we further consider the extended neighborhood

E(a𝑖𝑝 ) = {a𝑙𝑞 |t𝑙 ∈ r, a𝑙𝑞 ∈ can(t𝑙 ), (15)

N(a𝑖𝑝 , (1 + 𝜖)W𝑖𝑝 ) ∩ N (a𝑙𝑞, (1 + 𝜖)W𝑙𝑞) ≠ ∅}
of t
′
𝑖
= a𝑖𝑝 , where 𝜖 > 0. For simplicity, combined with the triangle

inequality of distance metrics, it can be redefined as

E(a𝑖𝑝 ) = {a𝑙𝑞 |t𝑙 ∈ r, a𝑙𝑞 ∈ can(t𝑙 ),
d𝑖𝑝𝑙𝑞 ≤ (1 + 𝜖)W𝑖𝑝 + (1 + 𝜖)W𝑙𝑞}. (16)

Given the imputed tuple t
′
𝑖
= a𝑖𝑝 with the smallest W𝑖𝑝 as a

cluster center, we find its extended neighborhood E(a𝑖𝑝 ) and assign
them to the cluster of the center t

′
𝑖
= a𝑖𝑝 .

Remark.Notably, while both ourwork and [59] utilize the ILP and

LP solvers to compute solutions, we argue that such a framework

is widely considered to solve the optimization problem [20, 56].

More importantly, given the different objectives and constraints

above, their ILP formalizations are thus very different, and the ap-

proximation methods are also designed diversely based on different

heuristics.

Example 6. Consider the relational instance r in Figure 1. For

a tuple candidate a91 ∈ can(t9) of the tuple t9, according to For-

mula 13, its distance cost is W91 = 0 ∗ 0.15 + 0 ∗ 0.43 + 0 ∗ 0.30 +
· · · = 0.10. Referring to Formula 14, the neighborhood of a91 is

N(a91,W91) = {a14, a15, a24, a32, a33, a91, a10,1, a11,1}. Similarly, we

have N(a71,W71) = {a51, a61, a71}. As shown in Figure 3, since we

know N(a91, (1 + 𝜖)W91) ∩ N (a71, (1 + 𝜖)W71) = {a13, a22, a61},
i.e., non-null, according to Formula 15, a91 belongs to E(a71), and we
have the extended neighborhood E(a71) = {a13, a22, a61, a91}.
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4.2 SCI with LP Solution
Based on the heuristics of the distance cost W𝑖𝑝 and the extended

neighborhood E(a𝑖𝑝 ) in Section 4.1, Algorithm 1 presents the pseu-

docode for solving the SCI problem with LP results. Notably, rather

than conducting the clustering and imputing processes iteratively

until convergence, we roundW𝑖𝑝 values for only one pass, to obtain

both clustering and imputing results efficiently.

Algorithm 1: SCI(r , can(r))
Input: an incomplete relational instance r with imputation

candidates can(r)
Output: cluster centers C and corresponding members V

1 z← an LP solution by Formula 12 or LN solution by

Formula 17;

2 C ← ∅, r′ ← ∅;
3 while argmin

a𝑙𝑞 ∈can(t𝑙 ),t𝑙 ∈r W𝑙𝑞 < H do
4 t

′
𝑙
← a𝑙𝑞 ;

5 r
′ ← r

′ ∪ {t′
𝑙
}, C ← C ∪ {t′

𝑙
};

6 W𝑙 𝑗 ← H, for each a𝑙 𝑗 ∈ can(t𝑙 );
7 for each i ∈ (Γ(E(a𝑙𝑞)) \ Γ(r′)) do
8 t

′
𝑖
← argmin

a𝑖𝑝 ∈can(t𝑖 )∩E (a𝑙𝑞 ) d𝑖𝑝𝑙𝑞 ;

9 r
′ ← r

′ ∪ {t′
𝑖
}, V𝑙 ← V𝑙 ∪ {t′𝑖 };

10 W𝑖 𝑗 ← H, for each a𝑖 𝑗 ∈ can(t𝑖 );
11 return C and V

Consider z as an LP result of variables z𝑖𝑝𝑙𝑞 , which is first com-

puted by calling LP solvers [35, 43] in Line 1. (By ignoring the LN

solution which will be introduced in Section 4.3.) Line 3 greedily

picks the smallest W𝑙𝑞 in each round, and the corresponding tuple

candidate a𝑙𝑞 is chosen to impute t𝑙 in Line 4. Then all the other can-

didates a𝑙 𝑗 ∈ can(t𝑙 ) cannot contribute to clustering or imputing

processes, and thus can be pruned (by settingW𝑙 𝑗 to a very large

constant H) in Line 6. Let Γ denote the function that returns tuple

indexes of the given set, e.g., Γ(a12, a23) = Γ(a12, a13, a23) = {1, 2}.
Lines 7-10 assign the clustering result for each tuple t𝑖 close to

t
′
𝑙
(= a𝑙𝑞). Specifically, for each untouched tuple and involved in

the extended neighborhood of the cluster center t
′
𝑙
(= a𝑙𝑞), i.e.,

Γ(E(a𝑙𝑞)) \ Γ(r′) in Line 7, the closest candidate a𝑖𝑝 to t
′
𝑙
(= a𝑙𝑞)

is selected for imputing t𝑖 in Line 8. Then Line 9 adds the imputed

tuple t
′
𝑖
into the cluster member set V𝑙 of the center t

′
𝑙
, with all the

other tuple candidates a𝑖 𝑗 ∈ can(t𝑖 ) pruned in Line 10.

It is easy to see that the correctness of Algorithm 1 is ensured,

where (1) none of the filling cells can be imputed again over the

current assignments, and (2) each tuple t
′
𝑖
∈ r′ must only belong to

one cluster, i.e., Γ(C ∪ V) = Γ(r) and V𝑖 ∩ V𝑗 = ∅ for any i ≠ j.

Remark. Note that the selection ofW𝑙𝑞 in Line 3 has no contra-

diction with the value of x𝑙𝑞 . The reason is that the constraint in

Formula 8 just ensures if z𝑖𝑝𝑙𝑞 = 1, then a𝑖𝑝 must have already

been chosen as the imputation for t𝑖 , i.e., x𝑖𝑝 = 1, instead of a strict

equal requirement betweenW𝑙𝑞 and x𝑙𝑞 . For instance, even though

z𝑖𝑝𝑙𝑞 = 0, x𝑖𝑝 can still be 1, since t
′
𝑖
= a𝑖𝑝 can be assigned to any

other cluster t
′
𝑗
= a𝑗𝑘 , 1 ≤ j ≤ n, j ≠ l, 1 ≤ k ≤ c𝑗 .
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Figure 4: The contour plot of tuple distances to t6

The time costs of Algorithm 1 with LP solution consist of two

parts: (1) computing LP results in Line 1, and (2) constructing clus-

tering and imputing results in Lines 3-10. Given the LP result, it is

notable that the clustering process is conducted heuristically for

only one pass, instead of designed iteratively as usual studies for

incomplete data imputation and clustering [30, 75].

Proposition 3. The time complexity of Algorithm 1 with LP so-

lution (SCI-LP) is 𝑂 (𝛼3.5 + (1 + 1

𝜖 )𝑛𝑚𝜅𝑐), where 𝛼 is the dimension

of the LP problem, n = |r |, m = |R|, 𝜅 is the maximum number of

clusters, and c is the maximum number of tuple candidates for any

incomplete tuple in r .

In addition to the time complexity, the approximation perfor-

mance of Algorithm 1 with LP solution is also studied. LetD(r′,C)
denote the distance cost of the clustering and imputing results re-

turned byAlgorithm 1, andD(r∗,C∗) be that of the optimal solution

r
∗
and C

∗
for the SCI Problem 1. We show that the approximation

performance is bounded.

Proposition 4. Algorithm 1 with LP solution (SCI-LP) returns

a clustering and imputing result with the distance cost D(r′,C) ≤
2(1 + 𝜖)D(r∗,C∗).

Example 7. Consider the relational instance r in Figure 1. (By

ignoring the LN solution which will be introduced later.) Line 1 first

computes the LP solution, having x13 = x22 = x31 = x44 = 1,

x11 = x12 = · · · = x45 = · · · = 0, z1322 = z2222 = · · · = 1, z1151 =

z1161 = z1171 = · · · = z1122 = · · · = z4522 = · · · = 0. Then the imputa-

tion a22 of t2 with the minimumW22 = 0 is selected in Line 3. Since its

extended neighborhood is E(a22) = {a13, a31, . . . }, the corresponding
tuple indexes are Γ(E(a22)) \Γ(r′) = {1, 3, . . . }. We thus consider the

cluster membership for t2 in Line 7. Among tuple candidates can(t1),
the filling a13, in the extended neighborhood E(a22) with the mini-

mum distance cost d1322, is determined to impute t1. Finally, it leads to

C = {t′
2
, t15} and clusters {{t′

1
, t′
2
, t′
3
, t′
4
, t5, t6, . . . , t14}, {t15, . . . , t22}}.

4.3 SCI with LN Solution
Although using the LP relaxation of ILP could make the optimal

SCI problem become polynomial-time solvable, it is worth noting

that computing the LP solution to initialize the distance costW𝑖𝑝

is still costly (in O(𝛼3.5) time). Therefore, in this section, we study

performing the more efficient initialization for W𝑖𝑝 .

Intuitively, a cluster center would be similar to its members, so

that the distance cost in Formula 2 is minimized. For instance, con-

sider the Horse data in Figure 1, where only nearest neighbors like

{t9, t10} of the cluster center t′
2
will cause distance costs. On the

other hand, those tuples far from t
′
2
, such as t17, do not contribute

3050



to the cost. Similar results can also be observed in Figure 4, which

presents the distances from t6 to the other points in Figure 1, de-

noted by the values in z-axis. As shown, only the nearest points to

t6 can cause the cost and form the cluster with it.

Consequently, instead of computing LP solutions and summariz-

ing distances to all the points in Formula 13, we only consider the

distances to local neighbors (LN) for initializingW𝑖𝑝 . That is, for

each tuple candidate a𝑖𝑝 ∈ can(t𝑖 ), t𝑖 ∈ r , we consider its ℓ-nearest-
neighbors from can(r), denoted by L(a𝑖𝑝 ). Then the LN solution

of variables z𝑖𝑝𝑙𝑞 could be calculated accordingly,

z𝑖𝑝𝑙𝑞 =

{
1

c𝑖 ℓ
, a𝑙𝑞 ∈ L(a𝑖𝑝 )

0, otherwise

, (17)

where c𝑖 = |can(t𝑖 ) |. It could be utilized in Line 1 in Algorithm 1

without calling the LP solver, to initialize z values efficiently. Then

the following processes are the same as those analyzed in Section

4.2.

Without calling the costly LP solver, Algorithm 1 becomes more

efficient in computing the clustering and imputing results.

Proposition 5. Algorithm 1 spends𝑂 (𝑛2𝑐2 (𝑚+ log ℓ)) time com-

puting the LN solution in Line 1, where n = |r |, m = |R|, ℓ is the
number of local neighbors, and c is the maximum number of tuple

candidates for any incomplete tuple in r .

Besides the complexity analysis, we study the approximation

performance for Algorithm 1 with LN solution as well. Notably,

with the efficient LN solution, Algorithm 1 can still provide an

approximation guarantee under the certain case.

Proposition 6. Algorithm 1 with LN solution (SCI-LN) returns

a clustering and imputing result with the distance cost D(r′,C) ≤
2(1 + 𝜖)D(r∗,C∗) for ℓ = 1.

Similar to the explanations about Algorithm 1 with LP solution

(SCI-LP) in Section 4.2, the correctness of SCI-LN is also ensured.

The reason is that (1) each incomplete tuple t𝑖 ∈ r𝑀 can and only

can be imputed by one candidate a𝑖𝑝 ∈ can(t𝑖 ) once, and (2) each

imputed tuple t
′
𝑖
∈ r′ belongs to one individual cluster exactly.

Example 8. Rather than computing the LP solution in Example

7, we could directly compute the LN solution in Line 1 in Algorithm

1. For instance, for a tuple candidate a41 ∈ can(t4), we can obtain

𝑧4,1,12,1 = 0.03, 𝑧4,1,13,1 = 0.03, 𝑧4,1,14,1 = 0.03, . . . , according to

Formula 17. Then the computation procedure in Lines 3-10 is similar

to that in Example 7, which returns the final result C = {t′
2
, t15} and

clusters {{t′
1
, t′
2
, t′
3
, t′
4
, t5, t6, . . . , t14}, {t15, . . . , t22}}.

5 EXPERIMENTS
Our experimental objectives are validating two aspects. (1) Could

clustering and imputing incomplete data truly improve each other?

(2) Are our methods applicable to real applications? To that end, we

experimentally investigate the clustering and imputing accuracy,

as well as the anomaly detection application performance.

The source code and data are available online [8].

5.1 Experimental Settings
All programs are implemented in Python and experiments are per-

formed on a machine with 2.90GHz CPU and 256GB memory.

5.1.1 Datasets. To evaluate the performance of both clustering

and imputing tasks, we utilize the datasets Banknote [2], LED [16]

and Ecoli [3] with randomly injected missing values. Banknote
is constructed based on the image analysis of paper currency and

is designed for predicting the authenticity of banknotes. LED [16]

comprises seven attributes, each representing the display status of

a corresponding light-emitting diode segment, with ten clusters

denoting the numbers zero to nine.Ecoli [3] contains four attributes
describing proteins, such as signal sequence recognition, membrane-

spanning region prediction, and amino acid content. It can cluster

the localization sites of proteins.

To investigate the practicality on serving real scenarios, we use

four incomplete datasets with real-world missing values. Although

the ground truth is unknown, they contain clustering labels for

each tuple. Therefore, we could experimentally study the clustering

performance against baselines over them. Specifically, CRX [1]

contains the credit card information over 15 features, with 5.4%

real missing values. Dermatology [15] focuses on six kinds of

differential diagnosis of erythemato-squamous diseases in derma-

tology. 2.2% real-world missing data exist in this dataset. Horse
[14] is about determining the surgical lesion for a horse, helping

to figure out whether the sore of a horse needs surgery or not.

98.1% real missing values appear in 23 different attributes. Soybean
[5] provides insights into the health conditions of soybean plants,

with 13.4% real missing values. It encompasses a total of 35 distinct

attributes, with the clustering label indicating 19 types of diseases.

In addition, to study the applicable capability of our simultaneous

imputing and clustering methods, we also measure the downstream

anomaly detection application over Solar Flare [4] dataset. It com-

prises information on solar flares occurring within a 24-hour period,

consisting of 1389 instances with 10 features.

5.1.2 Criteria. Root Mean Square Error (RMSE) [21] is used to

assess the imputation performance, gauging the disparity between

imputed values and ground truth.

We employ four widely used metrics with diverse characteristics

to evaluate the clustering performance. Purity [36] counts the

number of tuples from the most common class (truth cluster) for

each cluster. F1 [34] combines the precision and recall, offering a

balanced assessment of the clustering quality. Rand Index (RI)
[68] measures the similarity between true and predicted clusters by

considering agreements and disagreements between pairs of tuples.

Adjusted Rand Index (ARI) [45] gauges the similarity between

true and predicted clusters while accounting for chance.

As for the anomaly detection application performance, Area
Under the Curve (AUC) [22] is adopted as the metric.

5.1.3 Baselines. We consider various competing methods.

Imputation: We select the representative imputation methods,

including neighbor-based kNNE [31], statistics-based ERACER [52],

multiple imputation MICE [65], clustering-based GMM [71], CMI

[74] and IFC [53], ML-based MForest [63] and the widely used ML

system HC [55, 69] with constraints, as well as the DL-based GAIN

[73] and CSDI [64]. We use the open source implementation in

sklearn library [17] for MICE, and the latest release [10] for HC,

[13] for MForest, [12] for GAIN, and [7] for CSDI.

Missing Data Tolerant Clustering: To investigate the effect of
directly clustering without filling missing values, we also compare
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Table 1: Clustering performance on raw data without/with imputation over various real-world incomplete datasets
CRX Dermatology Horse Soybean

Methods 𝑃𝑢𝑟 . 𝐹1 𝑅𝐼 𝐴𝑅𝐼 𝑇𝑖𝑚𝑒 𝑃𝑢𝑟 . 𝐹1 𝑅𝐼 𝐴𝑅𝐼 𝑇𝑖𝑚𝑒 𝑃𝑢𝑟 . 𝐹1 𝑅𝐼 𝐴𝑅𝐼 𝑇𝑖𝑚𝑒 𝑃𝑢𝑟 . 𝐹1 𝑅𝐼 𝐴𝑅𝐼 𝑇𝑖𝑚𝑒

Raw 0.728 0.494 0.565 0.132 0.992 0.866 0.775 0.910 0.719 0.133 0.706 0.597 0.584 0.167 0.278 0.676 0.424 0.912 0.377 1.439

kNNE 0.727 0.491 0.565 0.132 1.092 0.866 0.776 0.911 0.720 0.224 0.767 0.655 0.642 0.283 0.314 0.689 0.436 0.911 0.388 3.203

ERACER 0.764 0.533 0.595 0.192 43.30 0.866 0.780 0.912 0.725 3.992 0.704 0.596 0.582 0.165 0.364 0.674 0.433 0.913 0.387 106.6

MICE 0.734 0.501 0.576 0.154 0.949 0.866 0.776 0.911 0.720 0.461 0.731 0.618 0.606 0.211 0.514 0.679 0.432 0.913 0.386 2.002

GMM 0.748 0.513 0.577 0.156 4.205 0.866 0.781 0.912 0.726 3.594 0.746 0.637 0.620 0.238 2.240 0.692 0.435 0.914 0.389 18.19

CMI 0.763 0.528 0.596 0.195 1.508 0.866 0.779 0.912 0.724 1.578 0.745 0.637 0.619 0.237 0.141 0.669 0.424 0.910 0.375 4.136

IFC 0.772 0.539 0.606 0.214 1.658 0.866 0.780 0.912 0.725 1.081 0.774 0.663 0.650 0.299 0.439 0.691 0.437 0.910 0.388 2.047

MForest 0.719 0.484 0.559 0.122 8.977 0.825 0.696 0.881 0.622 1.277 0.641 0.556 0.539 0.077 44.51 0.684 0.417 0.908 0.367 56.99

HC 0.775 0.541 0.603 0.208 28.40 0.858 0.752 0.901 0.690 15.03 0.666 0.569 0.554 0.107 43.17 0.681 0.430 0.909 0.381 64.51

GAIN 0.719 0.484 0.559 0.121 174.2 0.861 0.757 0.903 0.696 98.83 0.633 0.559 0.534 0.066 108.1 0.681 0.429 0.912 0.382 115.5

CSDI 0.730 0.373 0.552 0.110 183.9 0.809 0.689 0.876 0.612 168.0 0.764 0.396 0.549 0.131 128.8 0.645 0.434 0.912 0.387 156.6

NMF 0.693 0.527 0.546 0.093 50.19 0.557 0.540 0.707 0.367 3.789 0.690 0.590 0.571 0.141 1.393 0.469 0.345 0.854 0.269 0.283

kPOD 0.766 0.548 0.606 0.214 0.171 0.767 0.647 0.849 0.552 0.082 0.652 0.627 0.536 0.043 0.097 0.646 0.437 0.898 0.381 0.570

CI 0.768 0.526 0.595 0.192 13.83 0.866 0.778 0.911 0.722 2.307 0.734 0.622 0.609 0.218 1.659 0.678 0.436 0.913 0.389 35.66

DPCI 0.593 0.538 0.017 0.016 3.986 0.503 0.451 0.516 0.207 1.194 n/a n/a n/a n/a n/a 0.577 0.415 0.831 0.336 2.790

kCMM 0.690 0.577 0.571 0.143 1192 0.316 0.228 0.654 0.009 70.98 0.630 0.517 0.499 0.001 913.3 0.529 0.317 0.878 0.251 2008

GMMC 0.628 0.409 0.546 0.090 0.264 0.762 0.687 0.860 0.599 0.119 0.631 0.493 0.508 -0.02 11.82 0.659 0.444 0.908 0.395 1.045

SCI-ILP 0.794 0.674 0.673 0.345 32.684 0.926 0.886 0.955 0.858 14.113 0.785 0.675 0.662 0.323 16.104 0.788 0.479 0.927 0.442 11.248

SCI-LP 0.794 0.674 0.673 0.345 23.07 0.907 0.853 0.943 0.818 6.307 0.783 0.672 0.659 0.317 11.01 0.765 0.471 0.925 0.432 8.117

SCI-LN 0.780 0.586 0.631 0.265 6.038 0.847 0.787 0.913 0.732 1.627 0.780 0.672 0.656 0.304 2.494 0.704 0.437 0.923 0.397 3.556
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Figure 5: Clustering performance on raw data without/with
various imputation methods, complementary with different
clustering approaches, over Dermatology

with missing data tolerant clustering methods NMF [44] and kPOD

[27], with the open source implementation [11] for kPOD.

Unified Framework: The most relevant studies CI [54], DPCI

[33], kCMM [30], and GMMC [75] integrate imputation and cluster-

ing into one framework. We use the open source implementation

[9] for GMMC and [6] for kCMM.

5.2 Clustering Comparison with Baselines
Although missing data tolerant approaches and unified frameworks

could directly provide clustering results over incomplete data, impu-

tation methods can only impute missing values and the clustering

results are obtained with the help of the other clustering methods.

Therefore, we first study the clustering performance for imputation

methods with varying clustering approaches in Figure 5. We use

various imputation baselines to fill missing values first, then con-

duct the frequently used k-Means [40], DBSCAN [32], and Spectral

Clustering [28] approaches over the imputed data respectively. We

can observe that k-Means clustering generally achieves the best

performance for diverse imputation methods, followed by Spectral

Clustering, while DBSCAN performs relatively worse compared

to the other two. The reason is that the density-based clustering

method DBSCAN may result in unclear cluster boundaries or fail-

ure to correctly cluster all points on datasets with uneven densities.

Moreover, in the high-dimensional space, e.g., the Dermatology

dataset comprising 34 symptom features to determine the types

of Eryhemato-Squamous Disease, distances between data points

can become very close, making it difficult to distinguish similarity

values in the similarity matrix. Meanwhile, in addition to DBSCAN,

this sparsity of data and distance distortion can also affect the per-

formance of Spectral Clustering, leading to inaccurate clustering

results. In contrast, k-Means can be adapted to different applica-

tions and used with different distance metrics to cluster sparse

high-dimensional data. Beyond that, DBSCAN is sensitive to param-

eters, and determining appropriate values for the density-related

parameters, e.g., the distance threshold 𝑒𝑝𝑠 and density threshold

𝑚𝑖𝑛𝑃𝑡𝑠 , can be challenging. Spectral Clustering, on the other hand,

lacks computational efficiency due to its higher complexity. Con-

versely, k-Means is simple, efficient, and has low computational

costs, making it widely used in practical applications. Similar re-

sults to Figure 5 also appear over the other datasets in experiments,

which verify our intuition that the objective function is designed

following partition-based clustering methods in Definition 1 as well.

Therefore, we use the k-Means clustering for imputation baselines

in the following experiments by default.

Table 1 presents clustering results on raw incomplete data with-

out/with competitive imputation methods, missing data tolerant

clustering approaches, unified frameworks, and our SCI algorithms,

over real-world incomplete datasets. As shown, the clustering per-

formance after data imputation is generally better than directly
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Figure 6: Clustering and imputation performance on raw data without/with imputation over LED
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Figure 7: Clustering and imputation performance on raw data without/with imputation over Ecoli
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Figure 8: Clustering and imputation performance on raw data without/with imputation over Banknote

performing over raw data. Such results show the necessity of im-

puting missing data for better clustering.

The general-purpose data imputation methods [31, 52, 53, 55, 63–

65, 69, 71, 73, 74] do not consider the improvement of the down-

stream clustering performance. For instance, as shown in Figure

1, while the imputation methods fill missing values to meet the

cleaning criteria, the imputed data may not always bring a positive

impact on the clustering result. Actually, the imputation methods

may fill all the missing data to optimize various objectives, which

are unrelated to the clustering performance. It explains why existing

imputation methods cannot consistently perform well in improving

the clustering performance after imputing missing values.

It is not surprising that missing data tolerant clustering methods

NMF and kPOD perform worse than existing imputation baselines

in most cases. The reason is that their clustering operations are

directly conducted on the incomplete raw data, with too much

information loss caused by missing values. Such results verify our

intuition again that imputing missing values is very important for

improving the clustering performance.

Although the unified frameworks CI, DPCI, kCMM and GMMC

integrate clustering and imputing incomplete data tasks into one

framework and process them iteratively, we find that the imputed

values may not be able to necessarily improve the clustering perfor-

mance and may even hinder it, because of the unclear correlation

between the fillings and clustering results. Besides, the performance

of GMMC is greatly associated with that of GMM. If the true data

distribution does not match the Gaussian distribution, the imputed

values may be biased. Further, clustering results based on such bi-

ased fillings and iterating alternately may amplify the biases, which

could be a reason why the performance of GMMC is sometimes

inferior to that of GMM. Specially, since DPCI constructs cluster-

ing and imputation models based on complete tuples, we omit its

experimental result over Horse dataset, where all tuples contain

more or less missing values.

In contrast, our SCI conducts simultaneous clustering and im-

puting over incomplete data, generally achieving the best overall

clustering performance in most cases. The results demonstrate the

contribution of simultaneous clustering and imputing incomplete

data, to take full advantage of their mutual benefits.

As for time costs, the ML system HC, DL models GAIN and

CSDI, as well as iterative approaches such as ERACER and kCMM,

are slower than the others. SCI-LN is more efficient than most

existing studies and our SCI-LP and SCI-ILP, which is not surprising

referring to the non-iterative design with the complexity analysis in

Proposition 3. Nevertheless, the clustering performance of SCI-LP
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Figure 9: Clustering and imputation performance with varying the number of local neighbors ℓ over LED
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Figure 10: Clustering and imputation performance with varying the number of candidates c over LED
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Figure 11: Clustering and imputation performance with varying the number of considered clusters 𝜅 over LED
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Figure 12: Clustering and imputation performance with varying the extended neighborhood factor 𝜖 over LED

and SCI-ILP is better than SCI-LN in most tests in Table 1. Therefore,

we may use SCI-LP and SCI-ILP in small datasets for high accuracy,

and SCI-LN is preferable for large datasets as a good trade-off

between effectiveness and efficiency.

5.3 Clustering and Imputing Comparison
To better investigate the mutual benefits of clustering and imputa-

tion tasks, we experimentally evaluate both clustering and imputing

performance over LED, Ecoli and Banknote datasets in Figures 6-8.

As shown in Figures 6(e), 7(e), 8(e), imputation methods based on

machine learning or deep learning (with yellow legends) can often

generate better fillings than traditional approaches (with black leg-

ends), due to their ability to explore more complex patterns and

dependencies. However, this comes at higher time costs in Figures

6(f), 7(f), 8(f). On the other hand, as for the clustering performance,

machine learning or deep learning based imputation methods do

not exhibit more obvious superiority than traditional approaches,

e.g., as shown in Figures 8(a)-(d). Such results show that existing

imputation techniques do not always improve the clustering per-

formance and may even have a negative impact.

Since missing data tolerant clustering methods NMF and kPOD

cannot impute missing values, we only compare their clustering

performance in subfigures (a)-(d), and do not assess the imputation

RMSE in the subfigure (e). Additionally, owing to the unbalanced

cluster issue present in DPCI and kCMM methods on the Banknote

dataset (i.e., categorizing instances entirely or overwhelmingly into

one cluster), these twomethods are omitted in Figure 8. Considering

that NMF and kPOD directly clustering incomplete data may suffer

from much information loss, it is not surprising that they cannot

achieve a good clustering result. Meanwhile, although CI, DPCI,

kCMM, and GMMC integrate clustering and imputation tasks into a

unified framework, they do not establish a clear connection between

these two tasks. Consequently, the performance of imputation and

clustering tasks is not consistent. For example, although GMMC

may perform well when imputing missing values for the Banknote

dataset in Figure 8(e), its corresponding clustering result is relatively

inaccurate in Figures 8(a)-(d).

On the contrary, our algorithms conduct clustering and imputing

processes simultaneously, to take full advantage of their mutual
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benefits. Theoretically, more accurate imputation results can pro-

vide more valuable information to guide the clustering process, and

more accurate clustering results can offer more reliable evidence to

impute missing data in return. When clustering tuples into different

clusters, the tuple values within the same cluster are often similar,

thus enabling mutual reference for imputing incomplete tuples.

Therefore, rather than treating them independently or conducting

them respectively, we combine clustering and imputing targets into

one single objective collaboratively, to achieve the optimal results

for both tasks. The clustering and imputing results in Figures 6-8

verify the significance of such designs, where our methods show a

generally better performance on both tasks.

In Figure 8, we study both clustering and imputation perfor-

mance over the Banknote dataset with 20% missing values. Owing

to manufacturing errors, print quality, anti-counterfeiting tech-

niques, etc, Banknote dataset may contain heterogeneous values

among tuples. We thus consider more neighbors of the incomplete

tuple to provide candidates. Then the time cost of SCI-ILP may

exceed that of other methods. Actually, if we use more advanced

approaches (instead of simply computing similar neighbors) to pro-

vide candidates, the candidate set can be significantly narrowed

down. Such results also prompt us to design more efficient approxi-

mate algorithms SCI-LP and SCI-LN. As shown, our SCI-LN is more

efficient than most baselines and our SCI-LP and SCI-ILP, with good

results in clustering and imputing tasks.

5.4 Performance of Our Algorithms
Figure 9 presents the performance sensitivity results with various

numbers of local neighbors ℓ . Since only SCI-LN requires such

a parameter, SCI-ILP and SCI-LP are insensitive to ℓ in Figure 9.

As shown in Figures 9(a)-(e), the clustering and imputation per-

formance of SCI-LN generally exhibits a trend from increasing to

decreasing as ℓ enlarges. This occurs because SCI-LN considers a

few local neighbors when ℓ is small, resulting in a tuple candidate

a𝑖𝑝 ∈ can(t𝑖 ) containing only those neighbors very close to it. Such
a small number of neighbors are not enough to represent all the

characteristics of the cluster to which the tuple candidate a𝑖𝑝 be-

longs. Conversely, an excessively large ℓ value may lead to overly

broad local neighbors, potentially including those tuples that are

distant or significantly different from the given tuple candidate a𝑖𝑝 .

These tuples may come from different clusters with a𝑖𝑝 and can

contain heterogeneous values between each other.

Figure 10 shows the results of our algorithms with various num-

bers of candidates c. It is not surprising that the time cost increases

with more candidates used, since the larger search space is corre-

spondingly involved in clustering and imputing tasks. Meanwhile,

as the number of candidates increases, we observe that SCI-ILP, SCI-

LP, and SCI-LN all exhibit an initial improvement in both clustering

and imputing performance, followed by a gradual stabilization

when the candidate number is sufficiently large. This phenomenon

arises because the distribution of a few candidates from different

neighbors may be biased, hindering our methods to compute appro-

priate results. As the number of candidates increases, our methods

can explore a wider range of possibilities during imputation and

clustering processes, resulting in more accurate fillings and clusters.

Moreover, when the number of candidates is enough, the candidate
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Figure 13: Anomaly detection application performance on
raw data without/with imputation over Solar Flare

set already encompasses filling values close to the incomplete tuple.

Further expanding the candidate set can only introduce values from

tuples that are farther away, thus failing to yield better imputing

and clustering results. Consequently, the imputing and clustering

performance tends to plateau.

Figure 11 illustrates the clustering and imputation outcomes by

our algorithms across different numbers of clusters 𝜅. It is not sur-

prising that a more similar number of clusters to the exact situation

in the dataset leads to better clustering and imputing performance,

as the parameter value of 𝜅 increases in Figures 11(a)-(e). The rea-

son is that a small 𝜅 value may lead to insufficient clusters for

consideration, which affects both clustering and imputation results.

Consequently, the performance of SCI-ILP and SCI-LP shows an

increasing trend, reaching their peaks near the actual number of

clusters in the dataset. However, with the further increase of 𝜅,

algorithms may split clusters into finer granularity, deviating from

the actual clustering structure in the dataset, thus affecting the

experimental performance. Therefore, the clustering and imputa-

tion results are not good for extreme cases. Since SCI-LN does not

require such a parameter, it is insensitive to 𝜅 in Figure 11.

Figure 12 depicts the performance sensitivity results of our al-

gorithms across different extended neighborhood factors 𝜖 . Since

SCI-ILP computes exact solutions without the parameter 𝜖 , it per-

forms stably in Figure 12. As for SCI-LP and SCI-LN, similarly, we

can observe that neither a large nor a small 𝜖 could lead to the best

performance for them in Figures 12(a)-(e). If 𝜖 is too large, it will

mistakenly include tuples from different clusters into the same large

cluster. Meanwhile, when 𝜖 is too small, it severs the connections

between clusters, making inaccurate results as well. In particular,

when 𝜖 = 0, only the strict neighborhood in Formula 14 is used to

form clusters. The results demonstrate the intuition of consider-

ing the extended neighborhood in Formula 15 when constructing

clusters. Observing Figures 12(a)-(d) and Figure 12(e), we can note

that the performance trends of clustering and imputation tasks

are generally consistent. SCI-LP and SCI-LN reach their optimum

when 𝜖 equals 0.15 and 0.3 respectively, which also confirms the

significant correlation between clustering and imputation tasks.

5.5 Application Study
To validate whether our methods are practical for real applications,

we study anomaly detection application performance over Solar
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Flare dataset in Figure 13. We randomly inject 20% missing values

and the Isolation Forest algorithm [50] is employed for the anomaly

detection. As shown in Figure 13, although the unified frameworks

CI, DPCI, kCMM and GMMC also consider both tasks, applying

them to practical applications may be hard to yield good results.

Considering the comparison in previous clustering and imputing

experiments in Table 1 and Figures 6-8, such results on subsequent

applications are not surprising. On the contrary, our methods con-

sidering simultaneous clustering and imputing over incomplete

data are preferable for serving real applications.

6 RELATED WORK
Since this work studies clustering and imputing incomplete data

simultaneously, we discuss below the related works in both topics.

6.1 Clustering
Data clustering has been shown to be useful in various applications

[41]. Partition-based clustering methods [66] divide the instance

into multiple clusters based on their characteristics and similarities,

which are most commonly used in real applications. k-Means clus-

tering [18] calculates the mean value for each cluster to determine

its center point. As a variation of the k-Means clustering, k-Median

clustering [24, 48, 67] calculates the median of one cluster as the

cluster center. Although showing promising performance over com-

plete data, these approaches face intractable problems of clustering

incomplete data, since the distances between missing values and

complete values cannot be effectively measured.

As mentioned above, missing values could prevent the clustering

application. Therefore, missing data tolerant clustering methods

[27, 44] are designed for clustering incomplete tuples only with

their complete values. Although the recent study [62] further con-

siders the subspace clustering, it still only uses complete values and

neglects the imputation for incomplete cells. As shown in Section

5.2, with too much information loss, their clustering results are

inaccurate. In contrast, our work considers simultaneous clustering

and imputing processes, where missing values can be imputed and

utilized as a strong support in clustering.

Despite the different data quality issues addressed, i.e., missing

values in this study and erroneous data in [58, 59], this manuscript

is also different from [58, 59] in criteria, problems and technical

aspects. (1) DORC [59] and DISC [58] follow the minimum repair

principle, but our SCI utilizes the distance cost as the criteria. (2)

DORC requires repaired data to be anomaly-free, while DISC man-

dates that the repair results adhere to distance constraints. Unlike

them, SCI finds imputing and clustering results simultaneously to

minimize the distance cost. (3) The devised technical methods are

thus very different given distinct criteria and problems. Notably,

while both SCI and DORC utilize the ILP and LP solvers, given the

different objectives and constraints above, their ILP formalizations

and the approximation methods are thus designed diversely.

6.2 Imputing
Existing imputation methods often fill missing data based on vari-

ous signals, e.g.,constraints, neighbors, clusters, statistics, ML, DL,

etc. Constraint-based methods [55, 61] usually employ those values

satisfying the constraints to impute missing data. The methods

based on statistics [52, 60, 70] capture probabilistic correlations

between reliable attributes with complete values and flexible at-

tributes with incomplete values. The imputation is thus to find

values that can maximize the likelihood w.r.t. the probabilistic cor-

relations. Neighbor-based approaches [19, 31] utilize the neighbors

of each incomplete tuple t𝑖 to impute missing data, where neigh-

bors are determined according to the complete attributes [19] or

various subsets of them [31]. Clustering-based methods determine

neighbors using clustering results over incomplete tuples, includ-

ing the kernel function strategy [74], fuzzy k-Means [46] and its

iterative manner [53], as well as gaussian mixture models (GMM)

[71]. Machine learning and deep learning techniques are used for

data imputation recently [23, 26, 64, 73]. Among them, Generative

Adversarial Networks (GAN) [64, 73] are widely considered, with

the capability of generating filling values. However, without con-

sidering the influence on the clustering performance, they cannot

necessarily bring a positive impact on the clustering result.

Recent works realize that imputation and clustering tasks of in-

complete data should be considered in a unified framework [30, 33,

54, 75], to take full advantage of their mutual benefits. In general,

missing data are imputed by clustering results, and the imputed

data are then taken for clustering. As analyzed in the Introduc-

tion, the major problem of such methods is that there is still no

clear connection between imputing and clustering tasks, which are

conducted respectively. Therefore, both clustering and imputing

processes cannot guarantee to improve each other.

7 CONCLUSIONS
In this paper, inspired by the aforesaid victory and defeat, we con-

sider clustering and imputing incomplete data simultaneously. To

ensure the successful improvement between the two processes, we

(1) formalize the problem and analyze its NP-hardness in Lemma 1;

(2) devise an exact algorithm by transforming the problem into the

ILP formulation; (3) design approximation algorithms based on the

LP relaxation and the LN solution with approximation performance

guarantees in Propositions 4 and 6. Extensive experiments over var-

ious datasets with real-world missing values show the superiority

of our work in both clustering and imputing incomplete data. The

sensitivity experiments of our approaches w.r.t. the key parameters

are studied. Moreover, the anomaly detection application study

demonstrates the practicality of our methods. For future studies,

it is also interesting to consider the other data analytics tasks, e.g.,

classification and regression, over incomplete data.
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