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1 Quick Review

We first recall the definition of a valuation that satisfies gross substitutes (GS). Recall that
the demand set D(p) of a valuation v given p on the items is argmaxgcy{vi(S) — > Pi}-

Definition 1.1 (Gross Substitutes) A valuation v; defined on item set U satisfies the
gross substitutes (GS) condition if and only if the following condition holds. For every price
vector p, every set S € D;(p), and every price vector q > p, there is a set 7' C U with

(S\NA)UT € Di(q),

where A = {j : q(j) > p(j)} is the of items whose prices have increased (in q relative to p).

That is, whenever a bidder loses the items of S N A because of being outbid, it still wants
to retain the items S\ A it has, at the original prices. We saw several examples of GS
valuations, including k-unit demand valuations, downward-sloping valuations for identical
items, and so on.

In this lecture, we insist that Definition 1.1 holds for all real-valued prices vectors, in-
cluding those that have some negative prices. We also won’t need to assume that v;(0)) = 0.
We consider only valuations that are monotone (S C 7" implies v(S) < v(T)).
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demand

Figure 1: A demand oracle takes prices p as input and outputs a utility-maximizing set at
these prices p.

2 Greedy Solvability

The goal of this lecture is to prove that a valuation v satisfies the gross substitutes condition
in Definition 1.1 if and only if it is “greedy solvable.”! Recall that a demand oracle for a
valuation v takes as input item prices p and outputs a member of the demand set D(p)
(Figure 1). Next is a greedy algorithm that attempts to implement a demand oracle. We
use the notation

v(jlS) = v(SUj) —v(S)

for “j given S,” the marginal value item j contributes to the set S. Later in the lecture, we
use the notation V(T'|S) = V(T'U S) — v(T) for the marginal value of a set T" of items.

1. S=10
2. while (TRUE)

(a) let j € argmaxy {v(j|S) — p(j)}
(b) if v(j|S) < p(j), halt and return S
(c) else add j to S

Definition 2.1 (Greedy Solvable) A valuation v; defined on item set U is greedy solvable
if, for every real-valued price vector p, the greedy algorithm outputs a member of the demand
set D(p).

Analogous to Definition 1.1, we insist that the greedy algorithm is correct even for price
vectors that contain negative prices.
The following result holds; see [6] for full details.

Theorem 2.2 A wvaluation satisfies the gross substitutes condition if and only if it is greedy
solvable.

In this lecture, we give a full proof of the “only if” direction. We view this as the more
immediately useful direction, though the converse is also very important. It reduces the
understanding of gross substitutes valuations, which should seem mysterious and abstract in
light of Definition 1.1, to understanding the highly non-mysterious and non-abstract concept

'Readers familiar with matroids and their characterization via optimality of the greedy algorithm with
observe very strong parallels in today’s lecture.



of greedy algorithms. Proving the “if” direction involves proving the converse of each of the
steps of this lecture. The argument has a similar flavor and length.?

3 Examples and Applications

For a contrived but still helpful example, consider a weighted graph (N, U, w) and view the
edges U as items. Define a valuation v as follows: for S C U, define v(.S) as the maximum
weight of an acyclic subgraph in the graph (N, S).? Given prices p (on edges), the greedy
algorithm for this valuation boils down to Kruskal’s minimum-spanning forest algorithm,
with edge weights w — p. Correctness of Kruskal’s algorithm implies that this valuation is
greedy solvable, and hence (by Theorem 2.2) satisfies the gross substitutes condition.

A simple non-example is a single-minded valuation, say v(S) = 1 for S = U and 0
otherwise, where U = {a,b}. We've seen previously that this valuation is not GS. It is also
not greedy solvable: with the price vector p = (¢, ¢€), the greedy algorithm outputs () while
D(p) ={U}.

Not many people have been thinking about gross substitutes valuations through the lens
of greedy algorithms. That will change, however. Here are some immediate and potential
applications of Theorem 2.2.

1. There are classes of valuations for which value queries (given S, what is v(S)?) can
be answered in polynomial time, while answering a demand query (given p, what is a
bundle of D(p)?) is NP-hard.* Since the greedy algorithm in Section 2 can be imple-
mented with a polynomial number of value queries, Theorem 2.2 implies that every GS
valuation that supports polynomial-time value queries also supports polynomial-time
demand queries.

2. In Lecture #6, we showed how to compute a welfare-maximizing allocation for bidders
with gross substitutes valuations in polynomial time, provided the valuations support
demand queries in polynomial time.® By the previous point, we can maximize welfare
with GS valuations assuming only value queries. This answers an open question in [4];
see also [1].

3. The special structure of GS valuations allows the polynomial-time computation of a
welfare-maximization allocation without recourse to linear programming; see [6, §10].
The algorithm by Murota [5] described in [6] is still quite slow, however — can our
understanding of gross substitutes through greedy algorithms lead to a simpler or faster
algorithm?

20pen question: can you find a simple and direct proof that greedy solvability implies the GS condition?
Or at least that is implies submodularity?

3This is a special case of the “rank function of a weight matroid,” a class of GS valuations.

4E.g., see the coverage valuations of Lecture #10.

When we applied the ellipsoid algorithm to the dual linear program, the separation oracle was a demand

query.



4. Recall from Lecture #5 that GS valuations are the limit for guaranteed existence of
Walrasian equilibria: for every non-GS valuation v;, there are unit-demand (and hence
GS) valuations v_; such that the valuation profile v admits no Walrasian equilibrium.
Is there a simple proof of this using the “if” direction of Theorem 2.27 That is, given
a valuation function for which the greedy algorithm can fail, can this failure directly
be translated to a valuation profile without a Walrasian equilibrium?

4 High-Level Proof Steps

This section describes the high-level plan for proving the “only if” direction of Theorem 2.2.
We first recall a result from Lecture #7 that will be useful in the proof: every GS valuation
is submodular.

Proposition 4.1 ([3]) If a valuation v satisfies the gross substitutes condition, then v is
submodular.

We proved this directly by invoking the GS condition for a series of price vectors to deduce
the submodularity condition:

v(TU{j}) —o(T) < o(SU{j}) —v(S) (1)

for every j € U and S CT.

For a valuation v and prices p on items U, the greedy ordering of U is the order in which
the greedy algorithm chooses items, assuming that we force it to run for a full |U| iterations,
even after the marginal values of all remaining items have dropped below their prices (i.e.,
choosing each item exactly once). Ties can be broken arbitrarily. The main theorem that
we prove is the following.°

Theorem 4.2 Let v satisfy gross substitutes and let p be a real-valued price vector. Let
U={1,2,...,m} denote the greedy ordering of the items. Then, fort=1,2,...,m, the set
S; of the first t items mazximizes

o(T) = p;

jJET
over all t-item subsets T of U.

Theorem 4.2 easily implies the “only if” direction of Theorem 2.2.

Corollary 4.3 If v satisfies the gross substitutes condition, then v is greedy solvable.

Proof: Theorem 4.2 immediately implies that one of the “prefix sets” S; is a member of
D(p); the greedy algorithm outputs some prefix set S*. To argue that the greedy algorithm
stops with the optimal prefix set, first note its stopping rule implies that every item it adds
strictly increases v(S) — > jes Pj- Thus, “rolling back” S* to some earlier prefix set can only

6The converse also holds; see [6].



reduce utility. The greedy algorithm’s stopping rule also ensures that v(j]S*) < p(j) for
every item j ¢ S*. Since v is submodular (Proposition 4.1), v(j|S) < p(j) for all supersets
S of S*. This means that adding more items to S* is always a bad idea, and no bigger prefix
set has strictly larger utility than S*. We conclude that S* € D(p). B

We now turn our attention to Theorem 4.2. The key technical lemma is the following, a
sufficient condition for the optimality of greedy in the sense of Theorem 4.2.

Lemma 4.4 Let v satisfy the gross substitutes condition. Then for every S C U, every
T CU\S with |T| > 2, and everyi € T,

olS) + v(T\ {3}15) < max {0(j1S) +o(T\ {j}IS)} ©

Lemma 4.4 is hard to interpret the first time you see it. Note that an alternative way to
explain (2) is: among the |T'| terms of the form v(i|S) + v(T \ {i}|S) for ¢ € T, there is no
unique maximum. This statement is trivial when |T'| = 2 but is already interesting when
|T| = 3.

We conclude this section by showing that the property in Lemma 4.4 is a sufficient
condition for the optimality of the greedy algorithm in the sense of Theorem 4.2. The next
section builds intuition for and proves the lemma.

Proof of Theorem 4.2: Fix a GS valuation v and a vector p of real-valued item prices. Let
u denote the utility of a bundle, so

u(S) =v(S) =) _p;.

jes

The function u also satisfies the gross substitutes condition, since the relevant condition on
demand sets in Definition 1.1 for two price vectors p’, q’ is inherited from that of v with the
price vectors p’ + p,q + p.

Fix t € {1,2,...,m}; we show that the first ¢ items S; chosen by the greedy algorithm
maximizes u(-) over all t-element subsets of U. We prove, by induction on k = 1,2,... ¢,
that the first k elements Sy chosen by the greedy algorithm belong to some t-element subset
of U that maximizes u(-). The base case of k = 1 follows immediately from the definition of
the greedy algorithm.

Assume that 1 < k < t. By the inductive hypothesis, Si_; belongs to a utility-maximizing
t-element subset S*. Let ;. denote the element of Sy \ Si_1. If S* contains zy, then we are
done. So, assume that xp ¢ S* and write S* = Sy_; UT™* (Figure 2). Taking S = Sy_1,
T =A{zx} UT* (so |T| > 2), and i = zp, Lemma 4.4 produces an item j € T\ {zx} = T*
with

w(@p|Sk-1) + w(T7|Sk-1) < w(fSk-1) + u(T™ U {zp} \ {7} Sk-1)-

By the definition of the greedy algorithm, u(xy|Sk_1) > u(j|Sk—1). Hence,
w(T7Sk-1) < u(T™ U {zrt \ {7}HSk-1)- (3)
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Figure 2: The set S* is S, UT* and z; ¢ S*.

Adding u(Sk_1) to both sides of (3) yields u(S*) < u(S*U{xr} \{j}). Thus, S*U{zr}\{j}
is also a utility-maximizing subset of ¢ items, and it contains the first k£ items chosen by the
greedy algorithm. This completes the inductive step and the proof of the theorem. B

5 Proof of Lemma 4.4

We've reduced the result we really care about, Corollary 4.3, to the hard-to-interpret Lemma 4.4.
The first interesting case of Lemma 4.4 is for sets T with |T| = 3, and we study this case in
detail first. This is really the “essential” case of the lemma, in two senses. First, extending
the proof for |T'| = 3 to general T will be a slick but relatively painless induction. Second,
the converse of Lemma 4.4 holds even if the condition 2 holds only for subsets T' of size 3
(see [6]).

Writing T' = {i,j,k} for T C U\ S, Lemma 4.4 specializes to

v(ilS) + v(jk[S) < max {v(j]5) + v(ik|S), v(k|S) + v(ij]S)} , (4)

where for brevity we write v(i|S) and v(jk|S) for v({i}|S) and v({j,k}|S), respectively.
That is, amongst the three ways to split up {i, j, k} into a single and a pair and sum of the
correspond marginal values (w.r.t. S), there is a tie for the maximum.

5.1 (Non-)Examples

For a non-example, consider the valuation

v(T) = min {3, ng}

LeT

defined on the item set U = {3, j,k} with v; = 1, v; = 2, and v, = 3. We showed in a
different lecture (Lecture #7) that this valuation is submodular but does not satisfy the
gross substitutes condition. We have

v(i|d) +v(jk[D) = 4;
v(7]0) + v(ik|0) 5;
v(k|0) +v(ij|0) = 6,
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which is a violation of the condition (4).
For an example, suppose v is a unit-demand valuation on the item set U = {3, j, k}:

v(T) = max vy,

teT
with v; =1, v; = 2, and v, = 3. Then
v(il0) + v(jk|0) = 4;
v(j|0) + v(ik|®) = 5;
v(k[0) +v(ij|d) = 5,

and there is no obvious violation of (4). In general, with a unit-demand valuation, one of
the three terms in (4) will be the minimum plus the maximum singleton valuation, while the
other two will equal the median plus the maximum singleton valuations.

5.2 Proof of the |T| = 3 Case

We now prove the special case of Lemma 4.4 for sets |T'| of size 3. This is where we finally
use the awkward hypothesis that a valuation v satisfies Definition 1.1, a task we’ve been
eager to defer until now.

We prove the contrapositive. Suppose a valuation v violated (4), in the form of a set S
and items i, j, k ¢ S with

v(ilS) +v(jk|S) > v(j|S) + v(ik|S) (5)

and
v(i]|S) + v(jk|S) > v(k|S) + v(ij|S). (6)

If v is not submodular, then it is not gross substitutes (Proposition 4.1) and we are done.
Henceforth, we assume that v is submodular.

Claim: There is a price vector p such that D(p) = {S U {i},SU{j, k}}.

The claim implies that v does not satisfy the gross substitutes condition and hence proves
the lemma (in the special case where |T'| = 3). To see this, observe that at the prices p,
S U {i} is the unique utility-maximizing bundle among those excluding j, S U {j, k} is the
unique utility-maximizing bundle among those including j, and these two bundles have equal
utility. After increasing the price of item j, S U {i} is the unique utility-maximizing bundle.
A bidder with preferred bundle S U {j, k} would want to relinquish item k after the price of
item j is increased, a violation of Definition 1.1.

Proof of Claim: We define the price vector p as follows. Since we want all items of S and
no items outside S U {4, j,k} to be demanded, we set p(¢) = —oo (or sufficiently negative)
for ¢ € S and p(¢) = 400 (or sufficiently positive) for ¢ ¢ S U {i, j, k}.

Since we want S U {j, k} to give strictly higher utility than either S U {j} or S U {k},
we define p(j) = v(j|SU{k}) —e and p(k) = v(j|SU{j}) — ¢, where € is a sufficiently small
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positive number. Since v is submodular, these prices also ensure that S yields strictly less
utility than S U {j, k}.

Next, we define p(7) so that the bundle S U {i} gives the same utility as S U {j,k}. To
finish the proof, we argue that the utility of S'U {i} is strictly better than that of S U {3, j}
or SU{i, k}; submodularity of v then implies that it is also yields strictly higher utility than
S Ui, j, k}, which shows that D(p) = {SU{i}, SU{j, k}}, as desired.

The difference between the utility of S U {7, j} and the utility of S U {i} is

v(ilSU{i}) —p() = v(ISU{i}) —v(jlSUL{k}) +e
= v(ij]S) —v(i|]S) — v(jk|S) + v(k|S) + €
< 0,
where the inequality follows from (6), provided e is sufficiently small. Similarly, the in-

equality (5) implies that the bundle S U {3, k} yields strictly less utility than S U {i}. This
completes the proof of the claim and the |T| = 3 case of Lemma 4.4.

5.3 A Useful Corollary

We state an immediate corollary of the |T| = 3 case of Lemma 4.4 that is useful in the
inductive argument in the next section and also interesting in its own right.” Multiplying
the inequality in (4) by -1 and adding v(i|S) + v(j|S) + v(k|S) to both sides yields the
following.

Corollary 5.1 Ifwv satisfies the gross substitutes conditions, then for every subset S of items
and items i,j,k ¢ S,

o(i18) + v(k|S) — v(k|S) > min § 0(ilS) + v(k[S) — v(ikIS),v(iIS) +v(k]S) ~ v(iHIS).

O‘S(jvk) O‘S(ivk) O‘S(jrk)

(7)
We use the notation ag(i,j) for v(i|S) + v(j|S) — v(ij|S), which can be interpreted as
“measure of substitutability” for the items i and j (given the possession of items S). When
v is monotone and submodular, ag(7,j) can be as small as 0 (when v acts additively on ¢
and j given S) and as large as min{v(¢|S),v(j]S)} (when v acts like a unit-demand valuation
on i and j given S). Corollary 5.1 states that for gross substitutes valuations, among every
triple ¢, 7, k of items outside a set S, there must be a tie for the minimum «g-value.

5.4 Completing the Proof of Lemma 4.4
We need to show that for all S CU, T C U\ S with |T'| > 2, and i € T, thereis a j € T\ {i}
with

v(ilS) +o(T\ {i}|S) < v(j1S) +v(T'\ {j}|S). (8)

It is also the key property that permits extension of the positive results in Lecture #10 for coverage
valuations to the convex hull of gross substitutes valuations [2].
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We proceed by induction on T. The case |T'| = 2 is trivial and the case |T| = 3 was
proved in Section 5.2. For the inductive step, fix ¢ > 4 and assume that (8) holds whenever
IT| <t—1.

Fix S, T C U\ S with |T| =t, and i € T. An obvious idea is to delete an element k
from 7'\ {i} and apply the inductive hypothesis. Two non-obvious ideas are to also add
k to S, to minimize distance between the inequality we want and the one we get from the
inductive hypothesis (see (9) below), and to choose k carefully (detailed below). For now,
we pick k € T'\ {i} arbitrarily and apply the inductive hypothesis to S U {k}, T'\ {k}, and
i to produce an item j € T'\ {i, k} that satisfies

v(ilS ULk} +o(T\{i, kS U{k}) < oIS U{ER}) +o(T\ {7, k}SU{k}).  (9)
Adding 2v(k|S) to both sides of (9) yields an inequality closer to the one (8) that we want:
v(ik|S) + (T \ {i}]S) < v(jk[S) +v(T\ {j}|S). (10)
Comparing (8) with (10), if we only had
v(ilS) — v(ik|S) < v(j]S) — v(jklS) (11)
or, in the notation of Corollary 5.1,
as(i k) < as(j,k), (12)

then we’d be done (since adding (10) and (11) yields (8)).

To complete the proof of the inductive step and the lemma, we claim that if we choose
k minimizing ag(i,¢) over ¢ € T \ {i}, then (12) holds. To see this, consider ag(3,j),
as(i, k), and ag(j, k). By the choice of k, ag(i,k) < ag(i,7). Since there is no unique
minimum among the three values (Corollary 5.1), as(i, k) < as(j, k) as well, verifying (12)
and completing the proof.
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