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A b s t r a c t 

An approach to genera t ion sys tem design is de­
scr ibed wh i ch suppo r t s m a x i m a l expression o f 
commona l i t i es across languages. W i t h i n th i s 
approach i t becomes n a t u r a l to represent i n ­
heren t l y m u l t i l i n g u a l g rammars and semant ics. 
T h e approach rests on the l ingu is t ic no t i on o f 
functional s i m i l a r i t y and di f ference: by cap­
t u r i n g the func t i ons languages need to per­
f o r m , we achieve a level of l ingu is t i c descr ip­
t i o n w h i c h carr ies across languages far more 
ef fect ively t h a n accounts t h a t are s t r u c t u r a l l y 
based. We demons t ra te the general p r inc ip les , 
i m p l e m e n t a t i o n , and benef i ts o f the approach 
w i t h respect t o th ree un re la ted languages: E n ­
g l i sh , Chinese, and Japanese. 

1 T h e task of mul t i - language generat ion 
Despi te the g r o w i n g need to develop t ex t generat ion sys­
tems capable o f p r o d u c i n g tex ts f r o m the same know l ­
edge source in more t h a n one language, most ma jo r 
genera t ion systems rema in mono - l i ngua l : there has also 
been very l i t t l e work on extensib le mu l t i - l anguage gen­
e ra t i on t h a t seeks an a rch i tec tu re w i t h i n wh i ch the work 
invo lved in add ing a new language may be m i n i m i z e d . 
Rel iance u p o n an app rop r i a te t ypo log ica l theory o f lan­
guage, however, makes i t possible to b u i l d a system 
where d i f ferent languages can b o t h converge and diverge 
in te rms o f knowledge source, semant ics, g r a m m a r , etc. 
In th is paper , we describe such an approach to gener­
a t ion sys tem design, showing how i t suppor ts m a x i m a l 
expression o f commona l i t i es across languages. W i t h i n 
th is approach i t becomes n a t u r a l to represent inheren t l y 
m u l t i l i n g u a l g r a m m a r s and semant ics t h a t p rov ide a ba­
sis for the r a p i d deve lopment of new g r a m m a r and se­
man t i c componen ts . T h e approach rests on the l ingu is t ic 
no t i on of fundt ional a / s i m i l a r i t y and dif ference: by cap tu r ­
ing f i rs t t he func t i ons t h a t languages need to p e r f o r m , 
we achieve a level of l i ngu is t i c descr ip t ion wh i ch carries 
across languages far more ef fect ively t han accounts t h a t 
are s t r u c t u r a l l y based. 

T h e paper demonst ra tes the general p r inc ip les , ben­
ef i ts, and i m p l e m e n t a t i o n of the approach we propose 
w i t h respect to th ree languages t h a t are unre la ted ac­
co rd ing to s t r u c t u r a l typo log ies and language fami l ies: 
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Eng l i sh , Chinese, and Japanese. We w i l l see t h a t despite 
the super f ic ia l differences between t h e m , the communica­
t i ve tasks t h a t a l l three need to achieve in fact enforce 
a degree of c o m m o n a l i t y of descr ip t ion t h a t can be used 
to s u p p o r t m a x i m a l shar ing o f l i ngu is t i c resources. 

2 L ingu is t i c descr ip t ion based on 
f unc t i on : a mono l ingua l example 

In order to b u i l d a theore t i ca l l y sound system based 
on a general , t ypo log i ca l l y i n f o rmed account of m u l t i -
l i ngua l i sm, we have begun a co l labora t ive research ef­
fo r t t h a t takes a wel l -establ ished Eng l i sh t ex t genera­
t i o n sys tem, the Penman sys tem (under development a t 
U S C / I S I since 1980), as i ts base. T h i s choice is m o t i ­
va ted by the functional-orientation of l ingu is t ic descrip­
t i o n w i t h i n the sys tem. O u r basic assumpt ion is t ha t 
c o m m o n a l i t y across languages is functional in the first 
ins tance, no t s t r u c t u r a l or rea l i za t iona l : i.e., func t ion­
a l i t y has to be preserved across languages, b u t s t ruc-
t u r a l rea l izat ions may very wel l di f fer. To begin our de­
sc r i p t i on o f the m u l t i l i n g u a l sys tem, therefore, we f i rst 
i l l us t ra te the k i n d o f l i ngu is t i c descr ip t ion wh ich pro­
vides a basis for m u l t i l i n g u a l ! t y : i.e., the func t i ona l l y or i ­
ented descr ip t ion o f the N ige l sys temic - func t iona l g r a m -
m a r [Mat th iessen , 1985] for Eng l ish developed w i t h i n 
the Penman sys tem. Sys temic - func t iona l g rammars have 
the requ i red p r o p e r t y of represent ing f unc t i on as theo­
re t i ca l l y p r io r to s t r u c t u r e and th is , as we shal l see, is 
the c ruc ia l perspect ive wh i ch makes m u l t i l i n g u a l descrip­
t ions p rac t i cab le . 

A sys tem ic - func t i ona l g r a m m a r captures g rammat i ca l 
va r i a t i on in te rms of minimal grammatical choices be­
tween g r a m m a t i c a l features. These choice po in ts are or­
ganized i n t o an in te rconnected ne twork represent ing the 
in terdependencies between possible g r a m m a t i c a l feature 
select ions. T h e g r a m m a r of a language is the complete 
s ta tement of these in terdependencies and the i r conse­
quences for s t r u c t u r a l rea l i za t ion : th is is the systemic 
network f r o m wh ich the general theory takes i ts name. 
Cruc ia l l y , t he p r inc ip le m o t i v a t i o n s for i nc lud ing fea­
tures are functional ra ther t h a n s t r u c t u r a l . G r a m m a t ­
ica l s t ruc tu res are on ly a r r i ved at by m a k i n g these ab­
s t rac t f unc t i ona l l y m o t i v a t e d choices o f features in the 
ne two rk : each feature selected can then add s t ruc tu ra l 
cons t ra in ts to the spec i f ica t ion o f the l ingu is t ic u n i t be­
i ng descr ibed. 
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More formally, a systemic network representing func­
tional organization is a directed acyclic graph wi th 
labelled arcs whose nodes correspond to grammatical 
choice points; these are called systems. The outward di­
rected labelled arcs denote the terms of the system. Each 
system has two or more terras, or output features, which 
at the stratum of grammar represent minimal grammat­
ical alternations. In addit ion, the inward directed arcs 
for each system denote an entry condition which deter­
mines the paradigmatic context in which the alternation 
represented by the system is relevant. In general, the 
entry condition is defined as a boolean expression over 
the possible input are labels. 

As a particular example area, we consider the re­
sources of M O O D in English grammar: that is, the area 
of the grammar concerned wi th speech act: questioning, 
asserting, etc. Figure 1 shows a simplified extract from 
the M O O D fragment of Nigel. Here we can see that there 
are three grammatical systems MOOD TYPE, INDICATIVE 
TYPE, and INTERROGATIVE TYPE. The structural conse­
quences of the grammatical features are shown in boxes 
underneath the feature which controls their application. 
Thus, we can gloss this network fragment as follows. The 
speaker must make an abstract choice between whether 
s/he wishes to make an indicative clause or an imper­
ative clause; if an indicative clause is chosen, then sev­
eral structural constraints apply, i.e.: the insertion of 
functionally labelled constituents Mood, Subject, and 
Finite, and the structural positioning of Subject and 
Finite as subconstituents of Mood. Then, the speaker 
must go on to make an abstract functional choice be­
tween 'declarative' and 'interrogative'; if a declarative 
clause is selected, then the structural constraint that 
the constituent labelled as the Subject must precede the 
constituent labelled as the Finite applies. Finally, iff the 
speaker had instead selected 'interrogative', then s/he 
must also go on to select between 'polari ty ' and 'ele­
ment1; 'polar i ty ' calls for the structural constraint that 
the Finite precede the Subject (giving rise to yes/no 
questions: did he go?), 'element' calls for the structural 
constraint that there is a functional element labelled Wh, 
and that this element occurs first — i.e., is conflated with 
the constituent Theme which always comes first in En­
glish clauses (giving rise to Wh-questions: where did he 
go?).1 

Each abstract choice point in the grammar network 
also has a decision procedure associated wi th it that 
decomposes the minimal grammatical alternation into 
the minimal semantic distinctions necessary for motivat­
ing that alternation. The decision procedures are called 
choosers and the individual semantic alternations are 
called inquiries [Mann, 1983]. Although our account of 
mult i l inguali ty extends into these areas also, space pre­
cludes their discussion here. We shall for present pur­
poses simply take the level of inquiries as given and note 

1For a more complete account of the Nigel grammar of 
English and the linguistic motivations for its descriptions, 
see [Halliday, 1985, Matthiessen, 1990]. For an almost com­
plete account of the use to date of systemic-functional lin­
guistics in (monolingual) text generation, see [Matthiessen 
and Bateman, 199l). 

Figure 1: Grammar fragment for English speech acts 

that the set of semantic distinctions for the MOOD sys­
tems are: command-q, s t a t e m e n t - q , ques t i on -q , and 
p o l a r i t y - v a r i a b l e - q ; these may for the purposes of 
this paper be seen as classifying speech acts sernanti-
cally in the obvious way suggested by their names wr 
see something of their use below in Section 4. 

3 The move to mu l t i l i ngua l i t y : Chinese 
and Japanese 

Although the Nigel treatment of MOOD is part of a gram­
mar of English, its functional orientation is not,, in fact, 
particularly English-specific. It seems very likely that all 
languages have evolved grammatical resources for estab-
lishing and maintaining symbolic interaction — i.e., for 
engaging in dialog and this basic dialogic resource can 
be understood more generally in terms of the metaphor 
of exchange [Halliday, 1984]. 

Given this level of abstraction, it is not surprising that 
many other languages also make use of this functional or­
ganization. In fact, we can up to a point use identical sys-
tem networks fragments for Chinese and Japanese also. 
A l l three languages contrast, for example, declarative 
clauses wi th polarity interrogative ones. It is only when 
we come to more specific, or delicate, areas of functional 
potential that the languages begin to differ: whereas En-
glish stops in delicacy at polarity interrogative clauses, 
Chinese and Japanese provide further options. For Chi­
nese, the speaker's expectation as to the answer to the 
polarity interrogative may be neutral ( ' tag' interroga­
tive) or neutral/biased ('particle' interrogative) [Li and 
Thompson, 1981, Section 18.6]; and the interrogative tag 
may be either clause-medial or clause-final. Thus, in ad-
dit ion to simple polarity interrogative4 just , Chinese, for 
example, provides the following further, more delicate 
functional distinctions:2 

2There are, of course, further subtypes and distinctions: 
this is the case for almost all of the examples we give in this 
paper. Our purpose here is, however, to make the general 
principles and mechanisms clear rather than to provide ex­
haustive accounts. 
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in this respect very similarly to Chinese; it does not have 
a Mood element and also realizes the contrast between 
'declarative' and 'polar i ty ' (in fact all 'interrogatives') 
by the deployment of a mood particle (ka). Now, since 
the grammatical theory separates the functional, strate­
gic part of the grammar from the realizational, tactic 
aspect, stating these three sets of realizations separately 
is quite straightforward. 

The realization statements for the three languages are 
tabulated in Figure 3; an example of their use is given 
in Section 4 

4 C o m p u t a t i o n a l i m p l e m e n t a t i o n o f 
m u l t i l i n g u a l s y s t e m i c n e t w o r k s 

In this section we briefly describe the computational im­
plementation of the mult i l ingual environment for gram­
mar description that we rely on to express generaliza-
tions of the kind illustrated in the previous section. To 
add the ability to define mult i l ingual grammar compo­
nents, we have extended the monolingual grammar def­
init ion notation provided by the Penman system. Fig­
ure 4 shows the current internal monolingual definition 
of the INDICATIVE TYPE grammatical system used above: 
the definition simply linearizes the information given 
graphically in the network notation; entry conditions for 
the system are given as a boolean expression over gram­
matical features (in this case simply 'indicative') under 
the slot : i n p u t s and the output terms of the system, 
i.e., the grammatical features that are at issue for choice, 
along wi th their respective structural realizations, are 
given in a list under the slot : ou tpu ts . The value of the 
: chooser slot determines where to locate the decision 
procedure (or chooser) responsible for selecting purpose­
fully between the grammatical features of the system in 
the context of a determinate text need. 

We extend this definitional notation for system net­
works by allowing conditionalization according to lan­
guage of all or some of the inputs, outputs, realization 
statements, and choosers. Language conditions are given 
as disjunctions over the languages for which the gram­
matical system definition is to hold specified by the key­
word : v a r i e t y . These disjunctions may be nested and 
cumulatively restrict the language applicability of the 
conditionalized components. We also allow conditional-
ization of entire systems by introducing a : v a r i e t y slot 
for the definition as a whole,3 

3We use the term : var ie ty rather than, e.g., :language, 
to draw attention to language variety both across languages 
and within individual languages. Functional variety, or reg-
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Similar types of extensions in options are provided by 
Japanese. Furthermore, Japanese offers increased del­
icacy beyond the features 'declarative' and 'element'. 
The functions of these areas are as follows. In addi­

tion to giving information ('declarative'), a speaker of 
Japanese must also indicate whether s/he is the original 
source of that information ('originating') or not ('non-
originating1): i.e., if the information was obtained from 
some other source, e.g., heard on the radio or gener­
ally rumored, then this must be overtly indicated. This 
is done by adding the expression sou-desu/da following 
the main process of the clause. The latter component 
of this expression is the copula verb 'to be' and it is 
this that carries the 'interpersonal deictic center' (Idc) 
of the clause: i.e., the part of the clause that carries 
statements concerning the social distance between the 
interlocutors (near: da; not near: desu). Also, in addi­
tion to demanding information concerning a particular 
element ('element'), a speaker of Japanese must also ci­
ther leave the possibilities for that element unrestricted 
('open'), which is equivalent to a simple Wh-question in 
English, or restrict the possible fillers of that element to 
a determinate set ('restricted'): 

The increased functionality beyond polarity is similar 
for both Chinese and Japanese, although the more del-
icate variance between final or medial tags is not avail­
able for Japanese. Given the areas of convergence and 
divergence of functionalities we have now seen, it is pos­
sible to present a combined, mult i l ingual grammatical 
system network for MOOD that covers English, Chinese, 
and Japanese; this is shown in Figure 2. Here we can 
clearly see the sharing of areas of grammatical descrip­
t ion. 

While English, Chinese, and Japanese thus have a 
number of M O O D systems in common, the various options 
in these systems are tactically different: that is, they are 
realized in different ways in the three languages. For 
example, in English the contrast between a 'declarative' 
and a 'polarity'-interrogative is realized by the Mood ele­
ment, that is, by the combination of Subject and Finite; 
specifically, 'declarative' is realized by 'Subject before 
Finite' , as in he has, and 'polari ty ' is realized by 'Finite 
before Subject', as in has he. However, Chinese does 
not have a Mood element consisting of Subject and Fi­
nite; the contrast between 'declarative' and 'polar i ty ' is 
thus not realized by variation wi th in such an element. 
Rather, the contrast is realized by the presence or ab­
sence of a special mood tag or particle; specifically, it 
is the 'polari ty ' interrogative that is marked by either a 
mood tag or a mood particle, depending on the type of 
'polari ty ' interrogative, whereas in 'declarative', there is 
no presence of mood tag or mood particle. Japanese acts 



Figure 2: Multilingual MOOD network for English, Chinese, and Japanese 
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Figure 5 shows example mult i l ingual internal defini­
tions required for some of our Chinese, Japanese and 
English MOOD systems given above. The first system, 
INDICATIVE-TYPE, is applicable to all languages cov­
ered, but only has structural consequences in English 
and Japanese. The second applies only to Chinese and 
Japanese. This means that all languages wil l have gram­
matical features such as 'interrogative' and declarative', 
but only Chinese and Japanese have the features ' tag ' 
and 'particle'.4 

Given this implementation, we can now generate 
clauses in multiple languages given a single knowledge 
base specification — as long as the information required 
by the distinct languages is common or more specific in­
formation than necessary is available. When divergent 
information is required in distinct languages, as, for ex­
ample, occurs in our English, Chinese, and Japanese ex­
periment when one language makes more delicate dis­
tinctions than another, then further inferencing may be 
required in order to obtain sufficient information for 

ister, is also being addressed using this extended framework, 
although this goes beyond the scope of the present paper. 

4 For more details of the currently implemented algo­
rithms, see [Bateman et a/., 1991] 

guiding generation. This can be seen more concretely 
in the following, where we provide an input specifica­
t ion that spans our three example languages. The input 
specification is the standard one used by Penman — the 
Sentence Plan Language (sPL: [Kasper, 1989]). 

The part ial SPL input specification5 shown in Figure 6 
states that there is a process t of semantic type f i n i s h 
with an actor p of semantic type person and an actec a of 
semantic type assignment. In addit ion, a set of inquiry 
and inquiry responses concerning speech acts are present. 
The generation process then proceeds as follows. The 
general multi l ingual network is entered and when deci­
sions concerning MOOD are made, the grammatical fea­
tures 'indicative', ' interrogative', and 'polari ty ' are made 
irrespective of which language is being generated. Since 
no language restrictions are given outside of the real­
ization statements for the definitions of these systems, 
there is no difference internally in the representation of 
these systems to the state of affairs in the monolingual 
Penman generator. The inquiry specifications in the 
SPL (i.e., :command-q, : s t a t e m e n t - q , : q u e s t i o n - q , 
and : p o l a r i t y - v a r i a b l e - q ) are sufficient to motivate 
grammatical feature selection. Naturally, however, de­
pending on which language is being generated, distinct 
sets of realization statements wil l have been collected. 
The pool of constraints following selection of these three 
grammatical features is as follows for each language: 

This simply follows the constraints as specified according 
to grammatical feature and language in Figure 3. 

Subsequently, however, different states of affairs hold 
in the three languages. If the language is English, there 
are no further systems to consider; if, however, the lan­
guage is Chinese or Japanese, then further options must 
be resolved. For example, if the : e x p e c t a t i o n - q inquiry 
(which we use to motivate the grammatical alternation 
under POLARITY TYPE: Section 3) calls for the gram­
matical feature 'particle' to be selected, the realizational 
constraints added are: 

Combining these particular contributions of con­
straints with those that are generated by the other com­
ponents of the grammar network for each of the three 
languages, i.e., those concerned wi th tense, aspect, pro­
cess types, participants, lexical selection, etc., we obtain 
the very different clause structures shown in Figure 7. 
Thus, we can see how multiple generation possibilities 
which differ widely in structural properties can be gen­
erated from a single semantic specification and with a 
single multi l ingual network. 

5This is partial in that we have omitted much information 
that is necessary for generation in any language but which is 
not central to the discussion here. 
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Figure 7: Distinct resultant structures for the input spec­
ification 

5 Conclusions 

Our tr ial languages, English, Chinese and Japanese are 
typologically very different structurally. For instance, 
Japanese has fairly elaborate verb structure, whereas 
Chinese does not; Japanese is classified as an SOV lan­
guage, but English and Chinese are basically SVO, while 
German is SOV only in 'dependent' clauses. However, 
we have now illustrated how such languages can share 
systemic potential as well as diverge within a system net­
work. We used genetically unrelated languages in order 
to show that the crucial criterion for grasping common­
ality is functionality. It can be noted that already for the 
restricted area of MOOD grammar, the functional view­
point allows groupings of languages along dimensions of 
similarity and dissimilarity where a structural typology 
would not have suggested a basis for comparison. It 
should also be clear that many further languages could 
be added without substantial alteration: the important 
observations to make are that resources of a more general 
nature are shared and diversification in function across 
languages only appears later, at more delicate levels in 
the network, and that functional organization differs less 
than syntagmatic organization. 
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