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A b s t r a c t 

P A S - I I , a computer program wh ich r e p r e s e n t s a 
g e n e r a l i z e d v e r s i o n o f an au tomat i c p r o t o c o l system 
(PAS-I ) i s d e s c r i b e d . P A S - I I i s a t a s k - f r e e , i n t e r ­
a c t i v e , modu la r da ta a n a l y s i s system f o r i n f e r r i n g 
t he i n f o r m a t i o n processes used by a human f rom h i s 
v e r b a l b e h a v i o r w h i l e s o l v i n g a p r o b l e m . The o u t p u t 
o f t h e program is a Prob lem Behav io r Graph: a d e s c r i p ­
t i o n o f t he s u b j e c t ' s chang ing knowledge s t a t e d u r i n g 
p rob lem s o l v i n g . As an example of system o p e r a t i o n 
the P A S - I I a n a l y s i s o f a s h o r t c r y p t a r i t h m e t i c p r o ­
t o c o l i s p r e s e n t e d . 

1 . I n t r o d u c t i o n 

Au toma t i c p r o t o c o l a n a l y s i s i s a j o i n t e f f o r t 
by man and machine to i n f e r f r om the r e c o r d o f t he 
t i m e course o f a s u b j e c t ' s b e h a v i o r , t he u n d e r l y i n g 
i n f o r m a t i o n p r o c e s s e s . A s deve loped ( 5 ) , i t u s u a l l y 
r e f e r s t o t h e v e r b a l i z a t i o n s o f a s u b j e c t s o l v i n g 
some p rob lem under i n s t r u c t i o n s to t h i n k out l o u d . 
P r o t o c o l a n a l y s i s d e s i g n a t e s t he f u l l range o f a c t i v ­
i t i e s engaged i n by the p s y c h o l o g i s t when w o r k i n g 
w i t h p r o t o c o l s : d e s c r i p t i o n o f t he s u b j e c t ' s 
b e h a v i o r a c c o r d i n g t o a n h y p o t h e s i z e d m o d e l , i n d u c ­
t i o n o f new r u l e s , d e r i v a t i o n o f consequences f rom 
a model in t he context of s p e c i f i c data, and measure­
ment o f adequacy o f a m o d e l . The i n i t i a l focus o f 
our work has been b e h a v i o r d e s c r i p t i o n i n terras o f 
i n f o r m a t i o n p r o c e s s e s , g i v e n an h y p o t h e s i z e d g e n e r a l 
model ( t h e s o - c a l l e d p r o b l e m space i n w h i c h the 
s u b j e c t o p e r a t e s ) . 

The PAS- I system ( 1 4 , 15) was our f i r s t a t t e m p t 
a t a u t o m a t i c p r o t o c o l a n a l y s i s . T h i s i s a f u l l y 
a u t o m a t i c , n o n - i n t e r a c t i v e , s p e c i a l i z e d system d e ­
s igned t o ana lyze c r y p t a r i t h m e t i c p r o t o c o l s and p r o ­
duce as o u t p u t a p rob lem b e h a v i o r g raph (PBG)desc r i b ­
i n g t he s u b j e c t ' s sea rch t h r o u g h a p o s i t e d p rob lem 
space . The p r o t o c o l a n a l y s i s is r e p r e s e n t e d as a 
sequence o f p r o c e s s i n g s tages t h a t e v e n t u a l l y t r a n s ­
fo rm the raw p r o t o c o l i n t o a p rob lem b e h a v i o r g r a p h . 
A t each s tage r u l e s a r e a p p l i e d wh ich e f f e c t a t r a n s ­
f o r m a t i o n o f t he d a t a . The o r g a n i z a t i o n o f PAS- I i s 
shown i n F i g u r e 1 . 

PAS-1 has s u c c e s s f u l l y ana lyzed p r o t o c o l s f r om 
DONAUH-GERALDtROBERT and CROSS+ROADS=DANGER c r y p t ­
a r i t h m e t i c p rob lems . The r e s u l t s o b t a i n e d i n t h e 
DONALD+GERALD=ROBERT t a s k f o r two o f t he s u b j e c t s 
have been d i scussed i n d e t a i l (15) and demonst ra te 
t h a t t h i s approach t o au toma t i c p r o t o c o l a n a l y s i s i s 
b o t h f e a s i b l e and r e w a r d i n g . 

Encouraged by t h e success of PAS-I we have 
des igned and b u i l t a n improved v e r s i o n c a l l e d P A S - I I . 
P A S - I I was des igned w i t h two ma jo r goa l s i n m ind : t o 
make i t i n t e r a c t i v e and t a s k f r e e . B y i n t e r a c t i v e 
we mean t h a t t h e user i s p e r m i t t e d to take an a c t i v e 
p a r t i n t h e a n a l y s i s : h e can p r o v i d e answers t o sub-
p rob lems the syetem i s unab le t o s o l v e , c o r r e c t p r o c ­
e s s i n g e r r o r s , and even m a i n t a i n c o n t r o l over t he 
p r o c e s s i n g sequence. C l e a r l y , r e a l - t i m e i n t e r a c t i o n 
o f t h i s s o r t makes the system a more p o w e r f u l t o o l 

f o r p r o t o c o l a n a l y s i s . By t a s k f r e e we mean t h a t 
t he system is independent o f any p a r t i c u l a r p rob lem 
domain. To make P A S - I I t ask f r e e we p a r t i t i o n e d the 
system i n t o two - p a r t s : the prob lem dependent p a r t 
c o n s i s t i n g o f t he p r o c e s s i n g r u l e s o r h e u r i s t i c s used 
a t each s tage o f t he a n a l y s i s , and the problem 
independent p a r t c o n s i s t i n g o f t he gene ra l c o n t r o l 
s t r u c t u r e and command language. Thus, to a p p l y the 
system to a p r o t o c o l in a new problem area the user 
must f i r s t supply the system w i t h p r o c e s s i n g r u l e s 
f o r t h a t doma in . * The des ign o f P A S - I I a l s o i n c l u d e d 
f o u r subgoa ls : to make the system t r a n s p a r e n t , 
m o d i f i a b l e , e x t e n d a b l e , and open (see F igu re 2 ) . 

Two impor tan t imp lemen ta t i on i ssues were n o t 
addressed in the des ign o f P A S - I I . 1) . Improve system 
per fo rmance i n c r y p t a r i t h m e t i c . T h i s i n c l u d e s 
expand ing the d e d u c t i v e and I n d u c t i v e i n f e r e n c e 
c a p a b i l i t i e s , and " f i n e t u n i n g " t he system b y 
o p t i m i z i n g the p rocess ing , h e u r i s t i c s t o produce the 
b e s t p o s s i b l e a n a l y s i s w i t h i n the g i v e n f ramework. 
2). Ex tend the scope of the a n a l y s i s . For example, 
ex tend the system back to hand le the speech r e c o g ­
n i t i o n and segmenta t ion problems i n h e r e n t i n p roduc ing 
a t r a n s c r i p t i o n f rom the aud io t a p e . Or ex tend the 
system to hand le t he p rob lem o f i n d u c i n g the p rob lem 
space f rom the p r o t o c o l or i n d u c i n g a p r o d u c t i o n 
system model f rom the prob lem behav io r g r a p h . 

I t was dec ided to make P A S - I I i n t e r a c t i v e and 
t a s k f r e e , p o s t p o n i n g the problems o f i n c r e a s i n g 
power in a p a r t i c u l a r t a s k o r b roaden ing the scope 
o f the a n a l y s i s . T h i s d e c i s i o n was I n f l u e n c e d by 
t he d e B i r e t o p r o v i d e a w o r k i n g t o o l f o r p r o t o c o l 
a n a l y s i s t h a t c o u l d be used by p a r t i c i p a n t s a t a 
workshop on New Techn iques in C o g n i t i v e Research h e l d 
at CMU in the summer of 1972 ( 7 ) . The P A S - I I system is 
c u r r e n t l y r u n n i n g in LISP at CMU on a PDP-10 and is 
a v a i l a b l e to t he CMU (and the ARPA Network) communi ty . 

T h i s paper i s o r g a n i z e d as f o l l o w s . The t a s k o f 
p r o t o c o l a n a l y s i s i s d i s c u s s e d i n S e c t i o n 2 . T h i s i s 
f o l l o w e d i n S e c t i o n 3 by a b r i e f d e s c r i p t i o n o f t he 
s t r u c t u r e o f the program and in S e c t i o n 4 by an 
example o f i t s use i n a n a l y z i n g a c r y p t a r i t h m e t i c 
p r o t o c o l . S e c t i o n 5 conc ludes w i t h a d i s c u s s i o n o f 
the g e n e r a l e x e c u t i v e s t r u c t u r e o f t he system and 
i t s i m p l i c a t i o n f o r A I d a t a a n a l y s i s programs. 

2 . Task o f P r o t o c o l A n a l y s i s 

P r o t o c o l a n a l y s i s i s a complex data p r o c e s s i n g 
t a s k r e q u i r i n g b o t h d e d u c t i v e and I n d u c t i v e i n f e r e n c e 
c a p a b i l i t i e s . Our c u r r e n t approach t o p r o t o c o l a n a l y ­
s i s i s based on a p a r t i c u l a r t h e o r y o f human prob lem 
s o l v i n g . For a d e s c r i p t i o n o f t h i s t h e o r y and an 
i n t r o d u c t i o n t o the t a s k o f p r o t o c o l a n a l y s i s see 
Newe l l and Simon ( 5 ) . 

U l t i m a t e l y , a l i b r a r y c o n t a i n i n g p r o c e s s i n g r u l e s 
f o r a number o f d i f f e r e n t p rob lem domains w i l l be 
a v a i l a b l e t o t he u s e r . 
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Theoret ical Substructure 

Problem Space. We assume human problem solving 
takes place by search in a problem space. The e l e ­
ments of t h i s space are the possible states of knowl-
e_d£e the subject can have about the task, where a 
state of knowledge is simply an expression of what the 
subject knows at some par t i cu la r point in the space. 
Besides knowledge s ta tes , the problem space also i n ­
cludes a set of operators. These define operations 
the subject can perform on knowledge at a pa r t i cu la r 
s tate to y i e l d new knowledge -- hence to move to a 
new knowledge s ta te . The operators are incremental, 
that i a , they take as input a small por t ion of the 
t o t a l knowledge state (a small set of knowledge e l e ­
ments) and produce as output new knowledge elements, 

Problem Behavior Graph. The subject 's search 
through the problem space for a so lu t ion can be des­
cr ibed as a sequence of operator appl icat ions that c re ­
ate a s t r i ng of incremental ly changing knowledge s ta tes. 
The p lo t of th i s search is ca l led the problem behavior 
graph (FBG). Figure 8 (also used to i l l u s t r a t e the 
output of the analysis given in Section 4) shows a 
problem behavior graph for c ryp ta r i t hmet i c . The nodes 
represent operator appl icat ions: the knowledge e l e ­
ments at the lower l e f t of each node are the inputs, 
those at the lower r i g h t are the outputs. PBG 
branching resu l t s from the subject abandoning i n f o r ­
mation and re turn ing to a p r io r knowledge state 
(usual ly because of a discovered con t rad i c t i on ) . For 
example, in Figure 8 the outputs of nodes 4 and 6 
c o n f l i c t : "R is 4" con f l i c t s wi th "R is odd," and 
leads to the abandonment of nodes 4, 5 and 6, Note 
that the knowledge state at any point in the graph is 
the conjunct ion of a l l output elements on the path from 
the given po in t back to the beginning of the graph. 
A l l nodes on the path from the l as t node back to the 
beginning of the graph are ca l led cu r ren t l y act ive 
nodes. Their output elements def ine the current 
knowledge s ta te . 

Data Analysis 

The data being analyzed is the transcr ibed tex t 
of a subject 's verbal p ro toco l . As the tex t is t rans­
formed in to a PBG it is subjected to four major types 
of processing: l i n g u i s t i c , semantic, group, and PBG. 
Figure 1 t y p i f i e s such a processing sequence. 

L ingu is t i c Processing. The tex t is f i r s t 
segmented i n to shorter s t r ings ca l led topic segments,' 
each of which is expected to u l t ima te ly y i e l d approxi­
mately one problem space element. Each segment is 
then parsed using a grammar sensi t ive to the problem 
domain under considerat ion. The resu l t of parsing is 
a set of semantic elements which represent the meaning 
of the segment. For example, the segment "D is not 
equal to 6" might y i e l d the elements (NEC)(EQ D 6) in 
the cryptar i thmet ic task. Here (NEG) is ca l led 
an ind ica tor element, (EQ D 6) a knowledge element. 

Semantic Processing. The semantic elements 
produced through parsing are f i r s t combined in very 
elementary ways to produce new elements, i . e . , (NEG) 
and (EQ D 6) become (NEQ D 6 ) . Next, new elements 
r e f l e c t i n g re la t ionsh ips between elements from 
adjacent segments are produced. Thus, (EQ D 5) from 
one segment and (THEREFORE)(EQ T 0) from the next 
segment become (BECAUSEOF (EQ D 5)(EQ T 0 ) ) , e . g . , 
"because D is 5, T is 0." F i n a l l y , these elements are 
arranged i n to i n i t i a l approximations of operator groups, 
each containing an operator element and the surround­
ing knowledge and ind icator elements. An operator 

group is def ined to be an operator together w i t h i t s 
input and output knowledge elements. 

Group Processing. The ten ta t ive operator groups 
produced during semantic processing are now analyzed 
to obtain a complete p ic ture of what the subject knows 
at each moment and what operators he app l ies . F i r s t , 
var iables in semantic elements are i d e n t i f i e d by com­
paring the elements to the current context as defined 
by the PBG. Thus if (EQ D 5} were in the PBG then 
when given the element (EQ <L> 5 ) , where <L> stands 
for a class of l e t t e r s , we recognize that <L> in th i s 
case is the l e t t e r D. 

The second part of group processing consists of 
f i nd i ng , or hypothesiz ing, the o r i g i n of every knowl­
edge element in each ten ta t ive group. The o r i g i n of 
a knowledge element is defined to be the operator 
which produced i t , plus the inputs to that operator, 
plus the operators which produced those inputs , etc. 
Thus the o r i g i n can be represented as a tree which 
defines a co l l ec t i on of overlapping operator groups. 

PBG Processing. The operator groups produced 
during group processing are now incorporated in to the 
PBG. In general , each group becomes a node in the 
PBG. In the simplest case the new node is jus t 
attached to the l as t cur ren t ly act ive node. However, 
when contradic t ions occur (the output of one node 
c o n f l i c t s w i th the output of another) res t ruc tu r ing 
occurs to el iminatethe c o n f l i c t (see Figure 8 ) . 

3. Structure of the Program 

PAS-II takes as input a t ranscr ibed text of the 
ve rba l i za t ion of a subject solving a problem and 
produces as output a PBG. The processing rules for 
the various stages, inc luding the rules def in ing the 
problem space, are given to the system. These rules 
are supplied e i ther by the system bu i lder v ia a 
l i b r a r y of ru les for various problem domains or by 
the user h imsel f . 

Modular Structure 

PAS-II is organized as a modular data analysis 
system. The basic un i t of organizat ion is the mode: 
a processing state which has associated wi th it a 
buf fer capable of holding rules or data. This buffer 
can be modif ied by the ed i t ing funct ions avai lable in 
the command language. There are three types of modes: 
run modes, which hold the data being analyzed, ru le 
modes, which hold the processing r u l e s , and aux i l i a r y 
modes, which hold task- f ree system-oriented ru les . 
Thus the informat ion in the ru le modes const i tu tes the 
problem dependent part of the system. 

The next leve l of organizat ion ia the stage: a 
un i t consis t ing of one run mode and any number of 
associated ru le modes. Data processing is performed 
in a stage by applying the rules from the ru le modes 
associated w i th that stage to the data present in the 
run mode of the previous stage. The resu l t of the 
processing is then put i n to the run mode of the current 
stage. Figure 3 i l l u s t r a t e s the modular organizat ion 
of PAS-I I , w i th the arrows ind ica t ing data f low and 
the l ines ind ica t ing mode associat ions. 

The highest leve l of organizat ion is the 
processor: a un i t cons is t ing of consecutive stages 
in the cont ro l cyc le . For example, in PAS-II two 
l i n g u i s t i c Btages form the L ingu is t i c processor and 
three semantic stages form the Semantic processor 
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Modes. The modes c u r r e n t l y implemented in PAS-
I I a r e l i s t e d i n Tab le 1 . Note t h a t most r u n modes 
have one or two r u l e s modes a s s o c i a t e d w i t h them. 
T h i s a s s o c i a t i o n i s i l l u s t r a t e d i n Tab le 1 and a l s o 
i n F i g u r e 3 , wh ich shows the modular c o m p o s i t i o n o f 
t he v a r i o u s p r o c e s s o r s i n P A S - I I . The ar rows i n t he 
f i g u r e d e f i n e the da ta l i n k s e x i s t i n g between modes. 
The mode a t t he t a i l o f an a r row p r o v i d e s t he da ta 
t h a t t he mode a t t he head o f t h e a r row p r o c e s s e s . For 
examp le , p r o c e s s i n g in t he TOPIC mode i n v o l v e s a p p l y ­
i n g t h e SEGMENTATION r u l e s to t h e d a t a i n t h e TEXT 
mode and t h e n p l a c i n g the r e s u l t in t he TOPIC mode. 
A s each l i n e i n TEXT i s p r o c e s s e d , i t i s d e l e t e d f rom 
t h e TEXT b u f f e r . However, a copy of these d e l e t e d 
l i n e s i s s t o r e d e lsewhere i n TEXT and can be r e ­
t r i e v e d (see the p rocess f u n c t i o n s i n Tab le 2 ) . The 
a r rows in F i g u r e 3 do n o t n e c e s s a r i l y d e f i n e the 
c o n t r o l c y c l e , i . e . , t he o r d e r i n wh ich p r o c e s s i n g 
o c c u r s . The c o n t r o l f l o w i s i l l u s t r a t e d i n F i g u r e 4 
( t o b e d i scusaed l a t e r ) . 

Functions. The funct ions cur ren t ly implemented 
in PAS-II are l i s t e d in Table 2. They cons t i tu te the 
command language ava i lab le to the user, and are 
d iv ided in to four categor ies: basic , e d i t , f l a g , and 
process func t ions . Note that a mode name is a 
func t ion that puts the user in to that mode. 

A funct ion c a l l consists of a funct ion name 
fol lowed by i t s arguments. Any number of funct ion 
c a l l s may occur together. I f i t is not c lear which 
names are the funct ions and which are the arguments, 
parentheses can be used fo r disambiguation. In 
ambiguous cases the system always assumes the name 
is a func t ion name rather than an argument. Thus if 
the user types HELP TOPIC DISPLAY 3 it could mean 
e i the r (HELP TOPIC): give me informat ion about the 
TOPIC mode, and (DISPLAY 3): display l i ne 3 of the 
current bu f fe r ; or (HELP): t e l l me how to get help, 
(TOPIC): put me i n t o the TOPIC mode, and (DISPLAY 3): 
d isp lay l i ne 3. The system would make the l a t t e r 
i n t e r p r e t a t i o n . 

Compar ison w i t h F i g u r e 1 shows how P A S - I I maps o n t o 
P A S - I . No te t h a t the scope o f the a n a l y s i s has 
been ex tended to i n c l u d e a T race p r o c e s s o r ( no t 
d i s c u s s e d i n d e t a i l i n t h i s p a p e r ) . 

A u x i l i a r y Modes. There are f o u r a u x i l i a r y 
modes: save, c o n t r o l s a s s o c i a t i o n , and i n f o r m a t i o n . 
The SAVE mode c o n t a i n s r u l e s wh ich s p e c i f y wh ich 
mode b u f f e r s a r e to be saved on (o r r ead i n t o f rom) 
a d i s k f i l e when the WRITE (o r READ) command la 
execu ted . The CONTROL mode c o n t a i n s r u l e s w h i c h 
d e f i n e t h e c o n t r o l c y c l e f o r the sys tem. I n i t i a l l y 
these r u l e B d e f i n e the c o n t r o l f l o w shown i n F i g u r e s 
3 and 4. The ASSOCIATION mode c o n t a i n s r u l e s w h i c h 
d e f i n e t he a s s o c i a t i o n s between r u n and r u l e modes. 
The i n i t i a l ( o r d e f a u l t ) a s s o c i a t i o n s a r e those 
shown in F i g u r e 3, The CONTROL and ASSOCIATION modes, 
t o g e t h e r w i t h t he CREATE f u n c t i o n , p e r m i t the s o p h i s ­
t i c a t e d user to c r e a t e new modes, r e d e f i n e mode 
a s s o c i a t i o n s , and r e o r g a n i z e the c o n t r o l f l o w f o r 
t he e n t i r e system, One example o f t h i s i s the use o f 
a r e o r g a n i z e d PAS- I I to ana lyze a p rob lem d e s c r i p t i o n 
(p rob lem t e x t ) i n n a t u r a l language i n o r d e r t o i n f e r 
f rom t h a t t e x t a t e n t a t i v e p rob lem space, one t h a t a 
s u b j e c t m i g h t use i n r e p r e s e n t i n g t h e p rob lem ( 2 ) . 

The INFORMATION mode is unique in c o n t a i n i n g 
no b u f f e r and r e c o g n i z i n g none o f the f u n c t i o n s t h a t 
c o n s t i t u t e t he command language, I n s t e a d , t h i s mode 
responds to key words in t he users i n p u t , wh ich may 
be in sentence f o r m . The mode p r o v i d e s the user w i t h 
gene ra l i n f o r m a t i o n about P A S - I I : i t s b a s i c o r g a n i ­
z a t i o n , p u r p o s e , and t echn iques o f o p e r a t i o n . T h i s i s 
t o be c o n t r a s t e d w i t h t he HELP f u n c t i o n , wh ich p r o ­
v i des the user w i t h s p e c i f i c , o n - t h e - s p o t i n f o r m a t i o n 
about t he mode he i s i n . 

C o n t r o l S t r u c t u r e 

The c o n t r o l c y c l e f o r P A S - I I i s shown i n the 
f l o w d iagram o f F i g u r e 4 . The s o l i d ar rows i n d i c a t e 
t he stage t h a t i s e n t e r e d once p r o c e s s i n g i n t he 
c u r r e n t s tage i s f i n i s h e d . The b roken ar rows i n d i c a t e 
wh ich s tage t o en te r b e f o r e p r o c e s s i n g i s s t a r t e d . 
P rocess ing in LINGUISTIC1, SEMANTICS, and GRAPHIC2 is 
i n c r e m e n t a l . I n each o f these modes o n l y p a r t o f t he 
da ta f rom the p rev ious mode is processed a t one t i m e . 
T h i s i n i t i a l p o r t i o n o f t he da ta i s t hen c a r r i e d 
th rough the r e s t o f the sys tem, l e a d i n g t o t he g rowth 
o f PBG nodes , b e f o r e t he r e s t o f t he da ta in t h e 
p rev ious mode i s p rocessed . Th is i s done to e s t a b l i s h 
a semantic c o n t e x t ( t h e PBG) as e a r l y as p o s s i b l e in 
t he p r o c e s s i n g sequence so i t can p r o v i d e feedback 
needed f o r l i n g u i s t i c , seman t i c , and group p r o c e s s i n g . 

S ince the c o n t r o l o r g a n i z a t i o n o f P A S - I I i s 
q u i t e f l e x i b l e , the user i s under n o c o n s t r a i n t s t o 
process the da ta in t he o r d e r shown in F i g u r e 4 . He 
may s k i p o r r epea t s tages w i t h i n t h e e x i s t i n g c o n t r o l 
f ramework, and may r e d e f i n e t he c o n t r o l c y c l e ( v i a 
t he CONTROL mode). He may a l s o have the system p u t 
h im i n t o t he nex t r u n mode I n the c o n t r o l l o o p , o r 
even a u t o m a t i c a l l y s tep h im th rough the r u n modes, 
i n i t i a t i n g the p r o c e s s i n g a t each s tage (see NEXT 
and AUTOMATIC in Tab le 2 ) . 

Data P rocess ing 

F i g u r e s 3 and 4 show the p rocesso rs wh ich com­
p r i s e the c o n t r o l c y c l e o f P A S - I I . I n t he Top ic 
p rocessor t r a n s c r i b e d t e x t i s segmented i n t o phrases 
c o n t a i n i n g o n l y a s i n g l e t a s k t o p i c . * * Then i n t he 
L i n g u i s t i c p rocesso r a n i n i t i a l c o l l e c t i o n o f these 

At p r e s e n t t he PBG p r o v i d e s feedback f o r group 
p r o c e s s i n g o n l y . 

Th is i s a s l i g h t e x t e n s i o n : PAS- I r e q u i r e s seg ­
mented t e x t as i n p u t . 
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segments is parsed y i e l d i n g sets of semantic elements. 
These elements are processed and re f ined in the 
Semantic processor to produce groups composed of one 
operator element and lts associated input and output 
knowledge elements. In the PBG processor these groups 
are incorporated i n t o the PBG. The Trace processor 
is then used to compare t h i s PBG w i th the t race 
produced by a given product ion system model of the 
subject . 

Topic Processor. The Topic processor contains 
two run modes: TEXT and TOPIC. TEXT is an i n i t i a l i ­
za t ion mode; it holds the data for TOPIC to process. 
Thus no r e a l processing takes place in i t . The 
TOPIC mode uses the SEGMENTATION rules to segment a l l 
the tex t in the TEXT mode. These rules have the 
general form: . s t r i ng , / s t r i n g 2 , where a s t r i n g is 
any sequence of words, punctuat ion marks, or word 
classes (as defined in the GRAMMAR mode), inc lud ing 
the n u l l sequence. The slash (/) ind icates where the 
tex t is to be broken, i . e . , a f t e r every occurrence 
of s t r i n g , that is immediately fol lowed by an occur­
rence of s t r i n g - . Figure 6 show SEGMENTATION ru les 
for c ryp ta r i thmet ic ( to be used in the example in 
Section 4) . 

L i ngu i s t i c Processor. The L ingu i s t i c processor 
contains two run modes: LINGUISTICl and LINGUISTIC2. 
In LINGUISTICl the EXTRACTION ru les are used to select 
a consecutive set of segments from TOPIC, represent ing 
an i n i t i a l guess as to the minimum number of segments 
from which a group can be I n f e r r e d . Processing con­
s i s t s only of t r a n s f e r r i n g these segments from the 
TOPIC mode to the LINGUISTICl mode. At present, the 
EXTRACTION ru les are simply a s ingle in teger spec i ­
fy ing how many segments to t rans fe r . 

Processing in the LINGUISTIC2 mode consists of 
apply ing the SPACE and GRAMMAR rules to a l l the top ic 
segments in LINGUISTICl. The parsing operat ion pro­
duces, f o r each segment, a set of semantic elements 
represent ing the meaning of the segment. The ru les 
in the SPACE mode def ine the problem space and have 
the form: (semantic-element) type, where a semantic 
element is e i t he r an operator , knowledge, or i nd i ca to r 
element, and the type is e i t he r OP, KN, or IND. The 
GRAMMAR ru les def ine a key-word grammar and have the 
form: <clas6> = ( i tem 1 1 i tem, . , . ) ( i tem 2 1 i tem 
. . . ) . . . , where an item is e i the r a class 
(denoted by angle brackets) or a l i t e r a l (such as a 
word, l e t t e r , or charac te r ) . An as te r i sk (*) can be 
used between any two items to ind icate a match w i t h 
any s t r i n g of t e x t , and any GRAMMAR ru le which is a 
d i s j unc t i on of s ing le l i t e r a l s can be w r i t t e n wi thout 
parentheses. Figure 6 shows SPACE and GRAMMAR ru les 
for c r yp ta r i t hme t i c . 

SPACE ru le 8 in Figure 6 is an except ion. It 
def ines a set named <V> contain ing two members, 
the c lass <LETTER> and the class <EARRY>. 

Two parsers are a v a i l a b l e , a simple top down 
parser and a more sophis t icated parser w r i t t e n 
by M. Rychener. 

Semantic Processor. The Semantic processor 
contains three run modes: SEMANTICl, SEMANTIC2, and 
SEMANTIC3. In SEMANTICl the INTEGRATION ru les produce 
new elements by combining semantic elements generated 
from the same or adjacent segments. In SEMANTIC2 the 
NORMALIZATION ru les map knowledge and ind ica to r e l e ­
ments in to s ing le elements r e f l e c t i n g the re la t ionsh ips 
ex i s t i ng between two or more knowledge elements. In 
SEMANTIC3 a ten ta t i ve operator group (protogroup) is 
formed. The INTEGRATION AND NORMALIZATION ru les are* 
replacement ru les of the type A => B, i . e . , replace 
A w i t h B. Both A and B can be l i s t s of semantic 
elements. A slash (/) ind icates that the next 
elements of the l i s t occur on the next l i n e of the 
mode bu f f e r . Class names and X's are used as v a r i ­
ab les, and in the NORMALIZATION ru les A's are v a r i ­
ables which stand for knowledge elements on adjacent 
l i nes connected by the AND i n d i c a t o r . Typ ica l 
INTEGRATION and NORMALIZATION ru les for c r yp t ­
a r i thmet ic are shown in Figure 6. GROUPING ru les are 
not shown.* They def ine a protogroup to be the 
largest consecutive sequence of elements conta in ing 
no more than one operator element. 

Group Processor. There are two run modes in the 
Group processor: GRAPHIC1, and GRAPHIC2. GRAPHIC1 
processing f i l l s in the values o f var iab les in the 
semantic elements by comparing the element contain ing 
var iab les w i t h a l l the elements cu r ren t l y ac t ive in 
the PBG, i . e . , the current con tex t . When a match is 
found the appropriate values are f i l l e d i n . Current ly 
the UNKNOWNS ru les are not accessible to the user. 

Processing in GRAPHIC2 is a j o i n t man-machine 
e f f o r t . * * The goal is to hypothesize fo r each knowl­
edge element i t s o r i g i n , I . e . , the operator and i t s 
inputs (and the operators that produced those inpu ts , 
e t c . ) that produced that knowledge element as output . 
The system queries the user asking fo r possib le 
operators and inputs that could have produced the 
element whose o r i g i n is being sought. From t h i s 
in format ion the system constructs an o r i g i n t r e e , 
and hypothesizes which path through the t ree repre­
sents the ac tua l o r i g i n of the element. The path is 
picked on the basis of the agreement between the 
hypothesized inputs and the actua l context def ined by 
the current PBG. The ORIGIN r u l e s , l i k e the GROUPING 
and UNKNOWNS r u l e s , are cu r ren t l y not access ib le . 

PBG Processor. The PBG processor contains one 
run mode: GRAPHIC3. In the GRAPHIC3 mode, processing 
consists of tak ing the operator groups produced in 
GRAPHIC2 and incorporat ing them i n t o the problem 
behavior graph. The CONFLICT ru les are used to deter ­
mine whether or not any knowledge elements in the 
operator groups c o n f l i c t w i t h knowledge already in the 
PBG. If such a c o n f l i c t occurs, the PBG ru les are 
used to res t ruc tu re the PBG so the c o n f l i c t is 
e l im ina ted . 

At the current stage of development the Grouping 
ru les have not been made accessible to the user. 

This is the major place where we have not regained 
in PAS-II the power f o r automatic processing 
ava i lab le in PAS-I. 
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Both the CONFLICT and PBG ru les are ordered 
product ion ru les of the form S -* A, i . e . , in s i t u a t i o n 
S take act ion A (12, 13). A s i t ua t i on is defined by 
a l i s t of values of c e r t a i n va r iab les , ca l led the 
state vector , SV. The l e f t side of each production 
ru le has the form (V. V„ V . . . ), where V repre­
sents a permissible value for the nth s t a t l vector 
va r i ab le . The r i g h t side has the form (A. A A . . . ) , 
where the A'g represent act ions to be taken. The cur­
ren t values of the state vector var iab les are compared 
w i t h the l e f t side of each product ion r u l e . The f i r s t 
match, from top to bottom, determines the act ions to 
be taken (an as te r isk is considered to match any va lue) . 

Figure 6 shows CONFLICT and PBG rules for 
c ryp ta r i t hme t i c . The CONFLICT ru les determine 
whether or not two given knowledge elements c o n f l i c t . 
The example CONFLICT s ta te vector contains: (SAME 2 ) , 
which is t rue (T) if the second items of both the 
elements are i d e n t i c a l and fa lse (F) otherwise; 
(ITEM 1 1 ) , which returns as a value the f i r s t item 
of the f i r s t element (the element in the PBG); and 
(ITEM 1 2 ) , which returns as a value the f i r s t i tem 
of the second element (the element in the group). 
Thus if the two elements being compared were (ODD R) 
and (NEQ R 5) CONFLICT ru le 3 would match the state 
vector and the decis ion would be that no c o n f l i c t 
e x i s t s . 

The PBG ru les determine the type of res t ruc ­
tu r ing that occurs once a c o n f l i c t is detected. The 
PBG state vector in Figure 6 has 2 var iab les : TYPE, 
which has the value CON if r es t ruc tu r i ng is based on 
c o n f l i c t and SIM i f i t is based on s i m i l a r i t y ; and 
(ITEM 1 2 ) , which is defined above. The act ions shown 
in Figure 6 are BLOCKREJ, a type of res t ruc tu r i ng 
where blocks of adjacent nodes are abandoned, and 
COPY, a. s p e c i f i c a t i o n that the group causing the 
res t ruc tu r i ng should remain in the ac t ive por t ion of 
the PBG a f t e r r e s t r u c t u r i n g . The state vectors fo r 
CONFLICT and PBG may contain var iab les and act ions 
other than the ones shown in Figure 6. For a complete 
descr ip t ion of these ru les see the PAS-II reference 
manual (16) . 

Trace Processor. The Topic, L i n g u i s t i c , 
Semantic, Group and PBG processors comprise the major 
po r t ion o f PAS-I I . I t i s th iB po r t i on which repre­
sents a general ized vers ion of PAS-I. The Trace 
processor ie a new extension to the system and has no 
analogue in PAS-I. Some parts of i t , l i k e the MATCH 
mode, are s t i l l under development. The Trace proc­
essor enables the user to w r i t e a product ion system 
model of the subject ( 6 ) , and then compare the t race 
obtained by running the product ion system model w i t h 
the PBG obtained by analyzing the p ro toco l . The 
de ta i l s are described elsewhere (16) . 

4. Example of Program Operation 

To i l l u s t r a t e the use of PAS-I I , we present a 
l i s t i n g o f the ac tua l user-machine i n te rac t i on i n ­
volved in the on - l i ne analysis of a short crypt -
ar i thmet ic p ro toco l . The c ryp ta r i thmet ic task is 
given in Figure 5. Both the protocol and the c r yp t ­
ar i thmet ic ru les used fo r t h i s example are shown in 
Figure 6. The pro toco l is stored in the TEXT mode 
and the c ryp ta r i thmet ic ru les in the eight ru les modes 
shown. These ru les approximate the minimal set needed 

The PBG ru les are also used for res t ruc tu r ing when 
s i m i l a r i t i e s ( i d e n t i c a l nodes) are detected, as 
discussed in an e a r l i e r paper on PAS-I (15). 

The user f i r s t entered the TEXT mode and d i s ­
played i t s contents. He then entered the next mode 
in the con t ro l cyc le , TOPIC, and star ted processing 
by typ ing GO. This caused the SEGMENTATION ru les to 
be appl ied to the data in TEXT. The system indicated 
that the data in l i n e 1 of the previous mode had been 
transformed i n to the seven l ines shown above, and 
asked if t h i s t ransformat ion was sa t i s fac to ry (OK?). 
At t h i s point the user typed yes, t e l l i n g the system 
to ac tua l l y put those seven l ines in to the next seven 

At least four times as many ru les would be needed 
fo r a complete set (15) . 

439 



Figure 6. Cryptar i thmet lc Rules. 
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l ines of the TOPIC bu f f e r . If the processing had 
been unsa t i s fac to ry , the user could have jumped to 
the SEGMENTATION mode, changed the ru les , jumped 
back to TOPIC, and reprocessed the data using the new 
ru les before proceeding w i t h the next processing step. 

The user then entered the next mode, LINGUISTICl, 
and s ta r ted processing. The EXTRACTION ru les were 
appl ied to the seven l ines of data in TOPIC and the 
system indicated that the processing should consist of 
p lacing these l i nes in LINGUISTICl unchanged. Note 
that the system ind icated that l i ne 1 from TOPIC was 
transformed i n to a s ing le l i ne in LINGUISTICl, e t c . , 
as opposed to the previous step where one l i ne in TEXT 
was transformed in to seven l ines in TOPIC. 

Processing in LINGUISTIC2 consisted of applying 
the SPACE and GRAMMAR ru les to the data in LINGUISTICl 
to produce a parse. In step 1 the parse tree was 
pr in ted and the user set the f l a g BATCH true to 
e l iminate the OK? question (the system then assumes 
the answer is always yes) and the f l a g SUPPRESS true 
to e l iminate fu r the r p r i n t i n g of the parse t rees. 
Then, before going to the next mode in the con t ro l 
cyc le , the user set the f l a g AUTOMATIC true so the 
system would automat ica l ly step through the appropriate 
run modes executing GO. At t h i s point the LINGUISTIC2 
buf fer held the seven sets of semantic elements shown 
above. 

Processing in SEMANTIC1 consisted of applying the 
INTEGRATION ru les to the semantic elements in 
LINGUISTIC2. As ind icated above there were f i ve 
appl icat ions of the r u l e s . Processing in SEMANTIC2 
consisted of applying the NORMALIZATION ru les to the 
seven sets of elements In SEMANTIC1, There were two 
appl icat ions of the r u l e s , and f i ve sets of elements 
were l e f t in SEMANTIC2. Processing in SEMANTIC3 con-
i s i s t e d of applying the .GROUPING r u l e s , which are not 
e x p l i c i t . These ru les simply attempted to p u l l from 
SEMANTIC2 one operator element and i t s associated 
knowledge elements. Since no operator elements were 
present, i t pu l led a l l the elements from SEMANTIC2. 

Processing in GRAPHICl consisted of applying the 
UNKNOWNS r u l e s , which are not e x p l i c i t . These ru les 
involve searching the ex i s t i ng PBG fo r elements that 
match the elements containing unknowns. In t h i s 
simple example no matches were found because the PBG 
had not yet been grown. Thus, in step 3 when the 
unknown carry <C> was not found, the user t o l d the 
system to replace i t s processing r e s u l t w i th 
(BECAUSEOF (( EQ C2 1)) ((ODD R)) ). This was put 
i n to l i ne 3 of the GRAPHICl bu f f e r , ra ther than the 
r e s u l t containing <E>. In e f fec t the user t o l d the 
system that the value of <C> was C2, i . e . , that the 
unknown carry was the carry i n to the second column 
(the L+LsR column). 

Processing In GRAPHIC2 and GRAPHIC3 occurred as 
fo l lows: GRAPHIC2 was entered and the elements from 
l i ne 1 of GRAPHICl were processed i n t e r a c t i v e l y to 
determine t h e i r operator groups. GRAPHIC3 was then 
entered and these groups were grown as new nodes in the 
PBG, Next GRAPHIC2 was reentered and the elements 
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from l i ne 2 of GRAPHIC1 processed. This graphic2-
graphic3 loop was repeated for each l i ne in GRAPHIC1. 
Below is shown only one of these loops : processing 
and growing the elements from l i n e 3 of GRAPHIC1. 

In GRAPHIC2 the system queried the user to deter ­
mine possib le o r i g ins (operators and t h e i r inputs) fo r 
the elements in quest ion. This in format ion was 
represented as an o r i g i n t ree as shown above. This 
t ree is displayed below in a more conventional s t y l e . 

Figure 7. Or ig in Tree 

The system analyzes the t ree and decides which path 
represents the best o r i g i n fo r the top element, in 
t h i s case (ODD R). Here there are only two a l t e r ­
na t i ves : the path w i t h the operator: assign a value 
to the carry i n to column 2, (AV C2) , and the path 
w i t h the operator: process column 1, (PC 1 ) . The 
system chooses the l a t t e r , based on i m p l i c i t ORIGIN 
ru les which t e l l i t to choose between operators by 
r a t i n g them according to t h e i r inputs. The decis ion 
func t ion cu r ren t l y in use i s : 

where an input is "used" i f i t occurs in the PBG. 
Thus (AV C2) has a r a t i n g of 0 whi le (PC 1) has a 
r a t i n g of (3x2)-0 or 6. The format of the operator 
groups produced in GRAPHIC2 i s : operator ( input 
l i s t ) output . 

In GRAPHICS the two groups from GRAPHIC2 were 
incorporated i n t o the PBG. The second group, w i t h 
(ODD R) as the output, c o n f l i c t e d wi th an ex i s t i ng 
group in the PBG and led to res t ruc tu r i ng of the PBG 
to resolve the c o n f l i c t . Con f l i c t s were defined by 
the CONFLICT ru les, the type of r es t ruc tu r i ng by 
the PBG r u l e s . 

A f te r a l l the data from GRAPHICl was processed 
in GRAPHIC2 and GRAPHIC3 the contents of GRAPHIC3 
were d isp layed. Each l i ne in the display represents 
a node in the PBG. Node 10 contains the operator: 
t es t to see if R can have the d i g i t 5 as a va lue, 
(TD R 5 ) . Figure 8 shows t h i s PBG in the conven­
t i o n a l representa t ion . Note that the c o n f l i c t between 
(AEQ R 4) and (ODD R) led to a back-up that abandoned 
nodes 4, 5 and 6. Thus the cur ren t l y ac t ive nodes, 
the ones that def ine the current context , are those 
jo ined by the heavy l i nes in Figure 8. 

5. Discussion 

The i n i t i a l program, PAS-I, is an a r t i f i c i a l 
i n t e l l i gence program by any reasonable c r i t e r i a . The 
task i t a t tempts, the inference from verba l behavior 
to Problem Behavior Graph, is a task requ i r i ng i n t e l ­
l igence when done by humans. The mechanisms used are 
those common to other a r t i f i c i a l i n t e l l i gence 
programs that tack le somewhat s im i l a r tasks: grammars 
to deal w i t h the surface s t ruc tu re of na tu ra l language, 
representat ion of knowledge, matching, and h e u r i s t i c 
search to i n f e r in format ion not d i r e c t l y expressed in 
the ut terances. 

PAS-II is a program that accomplishes the same 
cask as PAS-I. Hence, i t too Is an a r t i f i c i a l i n t e l ­
l igence program. But when looked at s t r u c t u r a l l y i t 
more c lose ly resembles a data processing framework 
o r , poss ib ly , a language. Something has happened in 
going from PAS-I to PAS- I I , something worth i d e n t i ­
f y ing and d iscussing. 

** 
Let us s t a r t w i th Planner (3) and QA4 ( 8 ) . 

These systems are languages for w r i t i n g programs to 
perform a class of a r t i f i c i a l i n t e l l i g e n c e tasks. The 

Choose to maximise: (3 x used-inputs) -
(unused-inputs) 

Space l i m i t a t i o n s prevent us from inc lud ing the 
en t i r e l i s t i n g . 

C o n f l i c t and PBG ru les ere described in d e t a i l in 
an e a r l i e r paper (15) . 

There are other representat ives of t h i s c lass , 
e . g . , POPI-ER (1) and Conniver (10, 11). 
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exact boundaries of these tasks are obscure but t h e i r 
cent ra l core is c lear and includes a large f r a c t i o n of 
the tasks for which heu r i s t i c programshave been b u i l t 
-- theorem prov ing, robot p lanning, symbolic manipu­
l a t i o n , e tc . These systems were formed, essen t i a l l y , 
by taking a l i s t processing framework and embedding 
w i t h i n it some of the ad hoc mechanisms developed 
for p a r t i c u l a r heu r i s t i c programs. They include back­
t rack ing , a general ized matching f a c i l i t y , a global 
data base (accessed by pa t te rn matching) and m u l t i ­
processing c o n t r o l . Embedding these mechanisms w i t h ­
in & language makes possible t h e i r use in novel com­
binat ions (and in i n te rac t i on w i th the other mecha­
nisms ava i lab le in higher languages). 

This same embedding of mechanisms in to a language 
system has occurred in the t r a n s i t i o n from PAS-I to 
FAS-I I . PAS-II provides a framework w i t h i n which a 
class of Al programs can be eas i l y constructed. This 
class is not the same as that of the Planner/QA4 
type system, which is more "main l ine" a r t i f i c i a l 
i n t e l l i g e n c e . Rather, i t appears to be character ized 
as l i n g u i s t i c data processing, the essent ia l feature 
being the processing of long sequences of data 
(rather than j us t a sentence at a t ime) . This class 
includes, of course, protocol ana lys is . I t also 
includes a number of other tasks: content analysis 
of more c lass i ca l v a r i e t i e s (9 ) , problem space con­
s t ruc t i on (2 ) , test grading, and what is coming to be 
ca l led semantic f i l t e r i n g . 

The embodiment of mechanisms In to a language 
framework has occurred at two levels in PAS- I I , one 
corresponding roughly to that of Planner/QA4 and the 
other more spec ia l ized. The f i r s t l eve l is repre­
sented by the PAS-II framework of run modes, ru l e 
modes, common command language, ed i t i ng system, and 
con t ro l s t ruc tu re . This includes a set of mecha­
nisms for the data base (the run modes), a matching 
f a c i l i t y (the common mechanism for how the ru les work 
on data) , and a backtrack f a c i l i t y (the saving of 
buf fers so that processing can be undone). Added to 
th i s is the e x p l i c i t con t ro l s t ruc ture for processing 
w i th in a stage and passing through the stages, which 
corresponds to a weak method (4) in the same sense 
as GPS1B basic methods or the basic methods b u i l t i n t o 
the goal construct in Planner/QA4. These provide a 
schema of operat ion which, though almost content f r e e , 
is s t i l l a r a t i o n a l procedure for achieving the 
ove ra l l goa l . The mechanisms adopted in PAS-II are 
somewhat more shaped than t h e i r correspondents in 
Planner/QA4, e . g . , there is not a s ingle g lobal data 
base or one s t r a t i f i e d by a general context mechanism, 
rather the data is organized in to homogeneous groups 
(the modes) along s t r u c t u r a l l i n e s . 

The second l eve l is the spec ia l i za t i on of the 
various modes to spec i f i c subtasks inherent in tasks 
of the c lass : segmentation, pars ing, normal iza t ion, 
etc. The specia l ized ru le systems contain the knowl­
edge about the processing. Thus w r i t i n g any sort of 
lega l ru les w i t h i n a given ru le system generates proc­
essing of the r i g h t sor t (though it may not do the 
r i g h t task)■ In t h i s respect prov id ing a s ing le gener­
a l ized r u l e system or scheme for pa t te rn matching and 
pat tern evoked act ions ( i n the manner of Planner/QA4) 
would move more of the knowledge required back across 
the boundary from the language system (PAS-ID to the 
coding w i t h i n the system (the user program in PAS-I I , 
which is the set of actual ru les in the ru le nodes). 

As one moves PAS-II in the d i r ec t i on of a 
generalized system for a wider class of problems, one 
can expect the c o l l e c t i o n of r u l e modes to increase, 

becoming eventua l ly , a l i b r a r y in the c lass ic sub­
rout ine l i b r a r y sense. The system designer is then 
faced w i t h the problem of prov id ing these modes wi th 
the ru les needed to def ine processing in the various 
problem domains. However, one advantage of spec­
i a l i z e d ru le systems is that when t h e i r s t ruc ture 
is h ighly constrained i t becomes easy to p red ic t the 
e f fec t of modifying ru les in the system (as compared 
to p red ic t ing the e f fec t of modifying statements in 
a general programming language). This sets the stage 
for the development of se l f -modi fy ing systems which 
rewr i te the i r own ru les or , in e f f e c t , learn to 
improve t h e i r performance in some data processing 
task (12, 13). Such a capab i l i t y in an i n te rac t i ve 
PAS- I I - l i ke system would enable the system to bu i l d 
or modify i t s own ru les for a p a r t i c u l a r problem 
domain, using feedback from the user to d i r ec t the 
search for good sets of r u l e s . 

The evo lu t ion from PAS-I to PAS-II in analogy 
to the more general evo lu t ion going on toward 
p lanner - l i ke language systems should add to the 
awareness that embedding mechanisms in language 
remains a potent scheme fo r making advances in 
a r t i f i c i a l i n t e l l i g e n c e . 
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