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Preface
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Preface

This edition of the Workshop on Semantic Sentiment Analysis (SSA2014)
was the first on this topic in the semantic web community. It was organised
as a half-day event, co-located with the 11th European Semantic Web Con-
ference (ESWC2014). Our aim in launching this workshop was twofold: (i)
providing a space for proposing and discussing new methods and applications
of semantics in sentiment analysis; and (ii) broadening the sentiment anal-
ysis community towards the incorporation of semantic features. Semantics
have shown to improve precision and accuracy of traditional sentiment anal-
ysis methods. The workshop was also linked to the Concept-Level Sentiment
Analysis Challenge, where users submitted their practical systems that had
to include semantics features to solve di↵erent tasks in the sentiment analysis
domain.

The workshop included oral presentations, a panel session, and an invited
talk by Mauro Dragoni, who participated in the semantic sentiment analy-
sis challenge: A Fuzzy System For Semantic Sentiment Analysis, by Mauro
Dragoni, Andrea Tettamanzi and Celia Da Costa Pereira.

Altogether, SSA2014 received six research paper submissions. From among
these submissions, the Program Committee selected four research papers for
presentation at the workshop. Additionally, the organisers of each ESWC
Workshop were asked to indicate the workshop’s “best paper”. Authors
were then invited to submit a revised and extended version of their work
for inclusion in the main Conference proceedings. Based on the reviewers’
scores, we selected the paper Adapting Sentiment Lexicons using Contextual

Semantics for Twitter Sentiment Analysis, by Hassan Saif, Yulan He, Miriam
Fernandez and Harith Alani.

We are grateful to the Programme Committee for their hard work, and
to the authors for submitting their papers and for addressing the reviewers’
comments. We would also like to thank the organisers of the 11th European
Semantic Web Conference for hosting SSA2014 at ESWC2014 and for giv-
ing us the opportunity to organise this workshop in such an interesting and
stimulating scientific environment. Further information about the Workshop
on Semantic Sentiment Analysis can be found at:
http://ontologydesignpatterns.org/wiki/SemanticSentimentAnalysis2014
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Adapting Sentiment Lexicons using Contextual
Semantics for Sentiment Analysis of Twitter

Hassan Saif,1 Yulan He,2 Miriam Fernandez1 and Harith Alani1

1 Knowledge Media Institute, The Open University, United Kingdom
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Abstract. Sentiment lexicons for sentiment analysis offer a simple, yet effective
way to obtain the prior sentiment information of opinionated words in texts.
However, words’ sentiment orientations and strengths often change throughout
various contexts in which the words appear. In this paper, we propose a lexicon
adaptation approach that uses the contextual semantics of words to capture their
contexts in tweet messages and update their prior sentiment orientations and/or
strengths accordingly. We evaluate our approach on one state-of-the-art sentiment
lexicon using three different Twitter datasets. Results show that the sentiment
lexicons adapted by our approach outperform the original lexicon in accuracy and
F-measure in two datasets, but give similar accuracy and slightly lower F-measure
in one dataset.

Keywords: Sentiment Analysis, Semantics, Lexicon Adaptation, Twitter

1 Introduction
Sentiment analysis on Twitter has been attracting much attention recently due to the
rapid growth in Twitter’s popularity as a platform for people to express their opinions
and attitudes towards a great variety of topics. Most existing approaches to Twitter
sentiment analysis can be categorised into machine learning [7, 11, 13] and lexicon-
based approaches [2, 8, 15, 6].

Lexicon-based approaches use lexicons of words weighted with their sentiment
orientations to determine the overall sentiment in texts. These approaches have shown
to be more applicable to Twitter data than machine learning approaches, since they do
not require training from labelled data and therefore, they offer a domain-independent
sentiment detection [15]. Nonetheless, lexicon-based approaches are limited by the
sentiment lexicon used [21]. Firstly, because sentiment lexicons are composed by a
generally static set of words that do not cover the wide variety of new terms that
constantly emerge in the social web. Secondly, because words in the lexicons have fixed
prior sentiment orientations, i.e. each term has always the same associated sentiment
orientation independently of the context in which the term is used.

To overcome the above limitations, several lexicon bootstrapping and adaptation
methods have been previously proposed. However, these methods are either supervised
[16], i.e., they require training from human-coded corpora, or based on studying the
statistical, syntactical or linguistic relations between words in general textual corpora
(e.g., The Web) [17, 19] or in static lexical knowledge sources (e.g., WordNet) [5]



ignoring, therefore, the specific textual context in which the words appear. In many
cases, however, the sentiment of a word is implicitly associated with the semantics of its
context [3].

In this paper we propose an unsupervised approach for adapting sentiment lexicons
based on the contextual semantics of their words in a tweet corpus. In particular, our
approach studies the co-occurrences between words to capture their contexts in tweets
and update their prior sentiment orientations and/or sentiment strengths in a given lexicon
accordingly.

As a case study we apply our approach on Thelwall-Lexicon [15], which, to our
knowledge, is the state-of-the-art sentiment lexicon for social data. We evaluate the
adapted lexicons by performing a lexicon-based polarity sentiment detection (positive vs.
negative) on three Twitter datasets. Our results show that the adapted lexicons produce
a significant improvement in the sentiment detection accuracy and F-measure in two
datasets but gives a slightly lower F-measure in one dataset.

In the rest of this paper, related work is discussed in Section 2, and our approach is
presented in Sections 3. Experiments and results are presented in Sections 4. Discussion
and future work are covered in Section 5. Finally, we conclude our work in Section 6.

2 Related Work
Exiting approaches to bootstrapping and adapting sentiment lexicons can be categorised
into dictionary and corpus-based approaches. The dictionary-based approach [5, 14] starts
with a small set of general opinionated words (e.g., good, bad) and lexical knowledge base
(e.g., WordNet). After that, the approach expands this set by searching the knowledge
base for words that have lexical or linguistic relations to the opinionated words in the
initial set (e.g., synonyms, glosses, etc).

Alternatively, the corpus-based approach measures the sentiment orientation of
words automatically based on their association to other strongly opinionated words in a
given corpus [17, 14, 19]. For example, Turney and Littman [17] used Pointwise Mutual
Information (PMI) to measure the statistical correlation between a given word and a
balanced set of 14 positive and negative paradigm words (e.g., good, nice, nasty, poor).
Although this work does not require large lexical input knowledge, its identification
speed is very limited [21] because it uses web search engines in order to retrieve the
relative co-occurrences of words.

Following the aforementioned approaches, several lexicons such as MPQA [20]
and SentiWordNet [1] have been induced and successfully used for sentiment analysis
on conventional text (e.g., movie review data). However, on Twitter these lexicons are
not as compatible due to their limited coverage of Twitter-specific expressions, such as
abbreviations and colloquial words (e.g, “looov”, “luv”, “gr8”) that are often found
in tweets.

Quite few sentiment lexicons have been recently built to work specifically with social
media data, such as Thelwall-Lexicon [16] and Nielsen-Lexicon [8]. These lexicons have
proven to work effectively on Twitter data. Nevertheless, such lexicons are similar to
other traditional ones, in the sense that they all offer fixed and context-insensitive word-
sentiment orientations and strengths. Although a training algorithm has been proposed
to update the sentiment of terms in Thelwall-Lexicon[16], it requires to be trained from
human-coded corpora, which is labour-intensive to obtain.
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Aiming at addressing the above limitations we have designed our lexicon-adaptation
approach in away that allows to (i) work in unsupervised fashion, avoiding the need for
labelled data, and (ii) exploit the contextual semantics of words. This allows capturing
their contextual information in tweets and update their prior sentiment orientation and
strength in a given sentiment lexicon accordingly.

3 A Contextual Semantic Approach to Lexicon Adaptation

Tweets Extract 
Contextual 
Sentiment 

Rule-based Lexicon Adaptation 

Sentiment 
Lexicon 

Adapted Lexicon 

Fig. 1. The systematic work-
flow of our proposed lexicon
adaptation approach.

The main principle behind our approach is that the senti-
ment of a term is not static, as found in general-purpose
sentiment lexicons, but rather depends on the context in
which the term is used, i.e., it depends on its contextual
semantics.3 Therefore, our approach functions in two main
steps as shown in Figure 1. First, given a tweet collection
and a sentiment lexicon, the approach builds a contextual
semantic representation for each unique term in the tweet
collection and subsequently uses it to derive the term’s con-
textual sentiment orientation and strength. The SentiCircle
representation model is used to this end [10]. Secondly,
rule-based algorithm is applied to amend the prior senti-
ment of terms in the lexicon based on their corresponding
contextual sentiment. Both steps are further detailed in the following subsections.

3.1 Capturing Contextual Semantics and Sentiment
The first step in our pipeline is to capture the words contextual semantics and sentiment
in tweets. To this end, we use our previously proposed semantic representation model,
SentiCircle [10].

Following the distributional hypothesis that words that co-occur in similar contexts
tend to have similar meaning [18], SentiCircle extracts the contextual semantics of
a word from its co-occurrence patterns with other words in a given tweet collection.
These patterns are then represented as a geometric circle, which is subsequently used
to compute the contextual sentiment of the word by applying simple trigonometric
identities on it. In particular, for each unique term m in a tweet collection, we build
a two-dimensional geometric circle, where the term m is situated in the centre of the
circle, and each point around it represents a context term c

i

(i.e., a term that occurs with
m in the same context). The position of c

i

, as illustrated in Figure 2, is defined jointly
by its Cartesian coordinates x

i

, y

i

as:

x

i

= r
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i
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Where ✓

i

is the polar angle of the context term c

i

and its value equals to the prior
sentiment of c

i

in a sentiment lexicon before adaptation, r
i

is the radius of c
i

and its
value represents the degree of correlation (tdoc) between c

i

and m, and can be computed
as:

r

i

= tdoc(m, c

i

) = f(c

i

,m)⇥ log

N

N

ci

3 We define context as a textual corpus or a set of tweets.
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where f(c

i

,m) is the number of times c

i

occurs with m in tweets, N is the total
number of terms, and N

ci is the total number of terms that occur with c

i

. Note that
all terms’ radii in the SentiCircle are normalised. Also, all angles’ values are in radian.

Ci 

ri = TDOC(Ci) 
θi = Prior_Sentiment (Ci) 

X 

Y 

ri 

θi 

xi 

yi 

m 

Positive Very Positive 

Very Negative Negative 

+1 

-1 

+1 -1 

Fig. 2. SentiCircle of a term
m. Neutral region is shaded
in blue.

The trigonometric properties of the SentiCircle allows us
to encode the contextual semantics of a term as sentiment
orientation and sentiment strength. Y-axis defines the sen-
timent of the term, i.e., a positive y value denotes a positive
sentiment and vice versa. The X-axis defines the sentiment
strength of the term. The smaller the x value, the stronger
the sentiment.4 This, in turn, divides the circle into four sen-
timent quadrants. Terms in the two upper quadrants have
a positive sentiment (sin ✓ > 0), with upper left quadrant
representing stronger positive sentiment since it has larger
angle values than those in the top right quadrant. Simi-
larly, terms in the two lower quadrants have negative sen-
timent values (sin ✓ < 0). Moreover, a small region called
the “Neutral Region” can be defined. This region, as shown
in Figure 2, is located very close to X-axis in the “Positive” and the “Negative” quadrants
only, where terms lie in this region have very weak sentiment (i.e, |✓| t 0).

Calculating Contextual Sentiment In summary, the Senti-Circle of a term m is com-
posed by the set of (x, y) Cartesian coordinates of all the context terms of m. An effective
way to compute the overall sentiment of m is by calculating the geometric median of all
the points in its SentiCircle. Formally, for a given set of n points (p1, p2, ..., pn) in a Senti-
Cirlce ⌦, the 2D geometric median g is defined as: g = argmin

g2R2

P
n

i=1 k|pi � g||2.
We call the geometric median g the SentiMedian as its position in the SentiCircle
determines the final contextual-sentiment orientation and strength of m.

Note that the boundaries of the neutral region can be computed by measuring the
density distribution of terms in the SentiCircle along the Y-axis. In this paper we use
similar boundaries to the ones used in [10] since we use the same evaluation datasets.

3.2 Lexicon Adaptation
The second step in our approach is to update the sentiment lexicon with the terms’
contextual sentiment information extracted in the previous step. As mentioned earlier, in
this work we use Thelwall-Lexicon [16] as a case study. Therefore, in this section we
first describe this lexicon and its properties, and then introduce our proposed adaptation
method.
Thelwall-Lexicon consists of 2546 terms coupled with integer values between -5 (very
negative) and +5 (very positive). Based on the terms’ prior sentiment orientations and
strengths (SOS), we group them into three subsets of 1919 negative terms (SOS2[-2,-5]),
398 positive terms (SOS2[2,5]) and 229 neutral terms (SOS2{-1,1}).
The adaptation method uses a set of antecedent-consequent rules that decides how the
prior sentiment of the terms in Thelwall-Lexicon should be updated according to the
positions of their SentiMedians (i.e., their contextual sentiment). In particular, for a term
m, the method checks (i) its prior SOS value in Thelwall-Lexicon and (ii) the SentiCircle

4 This is because cos ✓ < 0 for large angles.
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quadrant in which the SentiMedian of m resides. The method subsequently chooses the
best-matching rule to update the term’s prior sentiment and/or strength.

Table 1 shows the complete list of rules in the proposed method. As noted, these rules
are divided into updating rules, i.e., rules for updating the existing terms in Thelwall-
Lexicon, and expanding rules, i.e., rules for expanding the lexicon with new terms. The
updating rules are further divided into rules that deal with terms that have similar prior
and contextual sentiment orientations (i.e., both positive or negative), and rules that deal
with terms that have different prior and contextual sentiment orientations (i.e., negative
prior, positive contextual sentiment and vice versa).

Although they look complicated, the notion behind the proposed rules is rather simple:
Check how strong the contextual sentiment is and how weak the prior sentiment is !
update the sentiment orientation and strength accordingly. The strength of the contextual
sentiment can be determined based on the sentiment quadrant of the SentiMedian of m,
i.e., the contextual sentiment is strong if the SentiMedian resides in the “Very Positive”
or “Very Negative” quadrants (See Figure 2). On the other hand, the prior sentiment of
m (i.e., prior

m

) in Thelwall-Lexicon is weak if |prior
m

| 6 3 and strong otherwise.
Updating Rules (Similar Sentiment Orientations)

Id Antecedents Consequent
1 (|prior| 6 3) ^ (SentiMedian /2 StrongQuadrant) |prior| = |prior| + 1
2 (|prior| 6 3) ^ (SentiMedian 2 StrongQuadrant) |prior| = |prior| + 2
3 (|prior| > 3) ^ (SentiMedian /2 StrongQuadrant) |prior| = |prior| + 1
4 (|prior| > 3) ^ (SentiMedian 2 StrongQuadrant) |prior| = |prior| + 1

Updating Rules (Different Sentiment Orientations)
5 (|prior| 6 3) ^ (SentiMedian /2 StrongQuadrant) |prior| = 1
6 (|prior| 6 3) ^ (SentiMedian 2 StrongQuadrant) prior = �prior

7 (|prior| > 3) ^ (SentiMedian /2 StrongQuadrant) |prior| = |prior| � 1
8 (|prior| > 3) ^ (SentiMedian 2 StrongQuadrant) prior = �prior

9 (|prior| > 3) ^ (SentiMedian 2 NeutralRegion) |prior| = |prior| � 1
10 (|prior| 6 3) ^ (SentiMedian 2 NeutralRegion) |prior| = 1

Expanding Rules
11 SentiMedian 2 NeutralRegion (|contextual| = 1) ^ AddTerm

12 SentiMedian /2 StrongQuadrant (|contextual| = 3) ^ AddTerm

13 SentiMedian 2 StrongQuadrant (|contextual| = 5) ^ AddTerm

Table 1. Adaptation rules for Thelwall-Lexicon, where prior: prior sentiment value,
StrongQuadrant: very negative/positive quadrant in the SentiCircle, Add: add the term to
Thelwall-Lexicon.

For example, the word “revolution” in Thelwall-Lexicon has a weak negative
sentiment (prior=-2) while it has a neutral contextual sentiment since its SentiMedian re-
sides in the neutral region (SentiMedian 2 NeutralRegion). Therefore, rule number
10 is applied and the term’s prior sentiment in Thelwall lexicon will be updated to neutral
(|prior| = 1). In another example, the words “Obama” and “Independence” are not
covered by the Thelwall-Lexicon, and therefore, they have no prior sentiment. However,
their SentiMedians reside in the “Positive” quadrant in their SentiCircles, and therefore
rule number 12 is applied and both terms will be assigned with a positive sentiment
strength of 3 and added to the lexicon consequently.

4 Evaluation Results
We evaluate our approach on Thelwall-Lexicon using three adaptation settings: (i) the
update setting where we update the prior sentiment of existing terms in the lexicon, (ii)
The expand setting where we expand Thelwall-Lexicon with new opinionated terms, and
(iii) the update+expand setting where we try both aforementioned settings together. To
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this end, we use three Twitter datasets OMD, HCR and STS-Gold. Numbers of positive
and negative tweets within these datasets are summarised in Table 2, and detailed in the
references added in the table. To evaluate the adapted lexicons under the above settings,
we perform binary polarity classification on the three datasets. To this end, we use the
sentiment detection method proposed with Thelwall-Lexicon [15]. According to this
method a tweet is considered as positive if its aggregated positive sentiment strength is
1.5 times higher than the aggregated negative one, and negative vice versa.

Dataset Tweets Positive Negative
Obama-McCain Debate (OMD)[4] 1081 393 688
Health Care Reform (HCR)[12] 1354 397 957
Standford Sentiment Gold Standard (STS-Gold)[9] 2034 632 1402

Table 2. Twitter datasets used for the evaluation

Applying our adaptation approach to Thelwall-Lexicon results in dramatic changes
in it. Table 3 shows the percentage of words in the three datasets that were found in
Thelwall-Lexicon with their sentiment changed after adaptation. One can notice that on
average 9.61% of the words in our datasets were found in the lexicon. However, updating
the lexicon with the contextual sentiment of words resulted in 33.82% of these words
flipping their sentiment orientation and 62.94% changing their sentiment strength while
keeping their prior sentiment orientation. Only 3.24% of the words in Thelwall-Lexicon
remained untouched. Moreover, 21.37% of words previously unseen in the lexicon were
assigned with contextual sentiment by our approach and added to Thelwall-Lexicon
subsequently.

OMD HCR STS-Gold Average
Words found in the lexicon 12.43 8.33 8.09 9.61
Hidden words 87.57 91.67 91.91 90.39
Words flipped their sentiment orientation 35.02 35.61 30.83 33.82
Words changed their sentiment strength 61.83 61.95 65.05 62.94
Words remained unchanged 3.15 2.44 4.13 3.24
New opinionated words 23.94 14.30 25.87 21.37

Table 3. Average percentage of words in the three datasets that had their sentiment orientation or
strength updated by our adaptation approach

Table 4 shows the average results of binary sentiment classification performed on
our datasets using (i) the original Thelwall-Lexicon (Original), (ii) Thelwall-Lexicon
induced under the update setting (Updated), and (iii) Thelwall-Lexicon induced under
the update+expand setting.5 The table reports the results in accuracy and three sets of
precision (P), recall (R), and F-measure (F1), one for positive sentiment detection, one
for negative, and one for the average of the two.

From these results in Table 4, we notice that the best classification performance in
accuracy and F1 is obtained on the STS-Gold dataset regardless the lexicon being used.
We also observe that the negative sentiment detection performance is always higher than
the positive detection performance for all datasets and lexicons.

As for different lexicons, we notice that on OMD and STS-Gold the adapted lexicons
outperform the original lexicon in both accuracy and F-measure. For example, on OMD
the adapted lexicon shows an average improvement of 2.46% and 4.51% in accuracy and
F1 respectively over the original lexicon. On STS-Gold the performance improvement is

5 Note that in this work we do not report the results obtained under the expand setting since no
improvement was observed comparing to the other two settings.
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Datasets Lexicons Accuracy Positive Sentiment Negative Sentiment Average
P R F1 P R F1 P R F1

OMD
Original 66.79 55.99 40.46 46.97 70.64 81.83 75.82 63.31 61.14 61.4
Updated 69.29 58.89 51.4 54.89 74.12 79.51 76.72 66.51 65.45 65.8
Updated+Expanded 69.2 58.38 53.18 55.66 74.55 78.34 76.4 66.47 65.76 66.03

HCR
Original 66.99 43.39 41.31 42.32 76.13 77.64 76.88 59.76 59.47 59.6
Updated 67.21 42.9 35.77 39.01 75.07 80.25 77.58 58.99 58.01 58.29
Updated+Expanded 66.99 42.56 36.02 39.02 75.05 79.83 77.37 58.8 57.93 58.19

STS-Gold
Original 81.32 68.75 73.1 70.86 87.52 85.02 86.25 78.13 79.06 78.56
Updated 81.71 69.46 73.42 71.38 87.7 85.45 86.56 78.58 79.43 78.97
Updated+Expanded 82.3 70.48 74.05 72.22 88.03 86.02 87.01 79.26 80.04 79.62

Table 4. Cross comparison results of original and the adapted lexicons
less significant than that on OMD, but we still observe 1% improvement in accuracy and
F1 comparing to using the original lexicon. As for the HCR dataset, the adapted lexicon
gives on average similar accuracy, but 1.36% lower F-measure. This performance drop
can be attributable to the poor detection performance of positive tweets. Specifically,
we notice from Table 4 a major loss in the recall on positive tweet detection using both
adapted lexicons. One possible reason is the sentiment class distribution in our datasets.
In particular, one may notice that HCR is the most imbalanced amongst the three datasets.
Moreover, by examining the numbers in Table 3, we can see that HCR presents the lowest
number of new opinionated words among the three datasets (i.e., 10.61% lower than the
average) which could be another potential reason for not observing any performance
improvement.

5 Discussion and Future Work
We demonstrated the value of using contextual semantics of words for adapting senti-
ment lexicons from tweets. Specifically, we used Thelwall-Lexicon as a case study and
evaluated its adaptation to three datasets of different sizes. Although the potential is
palpable, our results were not conclusive, where a performance drop was observed in the
HCR dataset using our adapted lexicons. Our initial observations suggest that the quality
of our approach might be dependent on the sentiment class distribution in the dataset.
Therefore, a deeper investigation in this direction is required.

We used the SentiCircle approach to extract the contextual semantics of words from
tweets. In future work we will try other contextual semantic approaches and study how
the semantic extraction quality affects the adaptation performance.

Our adaptation rules in this paper are specific to Thelwall-Lexicon. These rules,
however, can be generalized to other lexicons, which constitutes another future direction
of this work.

All words which have contextual sentiment were used for adaptation. Nevertheless,
the results conveyed that the prior sentiments in the lexicon might need to be unchanged
for words of specific syntactical or linguistic properties in tweets. Part of our future work
is to detect and filter those words that are more likely to have stable sentiment regardless
the contexts in which they appear.

6 Conclusions
In this paper we proposed an unsupervised approach for sentiment lexicon adapta-
tion from Twitter data. Our approach extracts the contextual semantics of words and
uses them to update the words’ prior sentiment orientations and/or strength in a given
sentiment lexicon. The evaluation was done on Thelwall-Lexicon using three Twitter
datasets. Results showed that lexicons adapted by our approach improved the sentiment
classification performance in both accuracy and F1 in two out of three datasets.
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Abstract. Feature-based sentiment analysis can be realized on di↵erent
types of object features. Some of these features might be about technical
aspects of the objects and some others might be application-oriented fea-
tures. The application-oriented features are more abstract features and
can be of interest to the broad number of people than only the technical
experts of specific products. In this paper, we propose an approach for
extraction of abstract object features from a set of sub-features. In our
approach we use a knowledge base about the application domain to ex-
tract related sub-features of high-level abstract features. On the basis of
such related sub-features our approach performs the extraction of more
abstract features that are only implicitly included in the analysis text.

1 Introduction

People express their opinions about certain objects using features. For example,
in photography application domain, users of digital cameras express their opin-
ions about features of cameras like flash or lens. Consumers make use of the
opinions expressed to know about the quality of a product and its aspects so
that they can make the right purchase decisions [1,2].

Sentiment analysis of technical-oriented features like flash, lens, optical zoom,

shutter, sensor quality are interesting for professional photographers who are
familiar with the technical details of cameras and know which one of the fea-
tures are important for which kind of photography modes. Contrary to that,
non-expert users are interested in features which are more abstract and are
application-oriented. For example non-experts are interested to know if the cam-
era can make good pictures of kids or if the camera can take pictures of landscape
during their vacations. Such implicit high-level abstract features are mostly not
explicitly mentioned in the review corpus or are only implicitly mentioned in
some of the review items. The main di↵erence between abstract features and
sub-features is that abstract features are non-technical aspects which are rarely
available among related reviews, while sub-features are technical aspects which
can be found frequently in the review corpus.

In this paper, we propose an approach for the semantic sentiment analysis
of abstract features based on the related sub-features. The abstract features
can be derived from the explicitly mentioned sub-features that are related to
the abstract feature. The system in general performs sentiment analysis on the



review text on the basis of an extracted set of sub-features. Table 1 shows some
examples of such abstract futures and the related sub-features.

Table 1. Examples of Abstract- and Sub-Features of Digital Cameras

Abstract-Features Related Sub-Features

Night photo Flash, Lens, Image Processor, Sensors
Portrait Optical Zoom, Lens, Image Processor
Sports Shutter, Image Processor, Flash, Sensors
Landscape Optical Zoom, Shutter, Flash, Sensors
Kids Photography Shutter, Image Processor, Sensors, Flash

As an example consider the following of review text3: “It automatically selects

the best shooting settings for optimal quality based on the environmental factors

(lightning I guess) to provide point’n’ shoot simplicity. 16.0 Megapixels, with loads

of resolution pictures are still clear. High resolution is also good for producing
biggest printouts. 5x Optical Zoom is su�cient in most cases. DIGIC 4 Image
Processor is not as fast as DIGIC 5 though fast and powerful enough to give

you advanced system options, provide quick-shoot with reliable performance and

low battery consumption. As far as I know DIGIC 4 is currently Canon’s most
e�cient processor for budget cameras. BTW it has some Eco mode, that is said

to be providing even faster warm-up times and saves the standard battery, but
I haven’t tested it yet. Very lightweight, just put it into your pocket, can take it

everywhere. Like A2300 it lacks optical image stabilization, though it’s got digital

image stabilization. 1/2.3” sensor, well, entry level CCD providing good pictures,

not of a DSLR quality, that’s all I can say.”

2 Abstract Features in Semantic Sentiment Analysis

Our approach consist of the following processing tasks:

1. Feature Extraction: In this task the related sub-features are identified.
2. Knowledge-based Feature Annotation: By using a knowledge-based annota-

tor the sub-features can be annotated with their background knowledge re-
sources.

3. Feature Preparation: The background knowledge for each annotated resource
is retrieved from knowledge base and enriched to them.

4. Sentiment Relation Calculation: Based on the specified relations of sub-
features to the abstract features in a background knowledge base the senti-
ment of abstract feature are calculated.

As a general conceptual solution, we propose to parse the text to collect
features, names, name phrases and other parts which constitute the features.
We split each review into sentences and then parse each sentence to extract
the feature(s) it contains. For knowledge-based feature extraction we propose to

3 Review Example from Amazon Online Store
http://www.amazon.com/Canon-PowerShot-A2500-Stabilized-2-7-Inch/dp/

B00B5HE2UG/
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use a knowledge-based feature annotation that can recognize names of concepts
or entities have been mentioned in the text. Using knowledge-based resource
annotation systems like DBpedia Spotlight4 or AlchemyAPI5 it is possible to
collect the target features from the review text. Such entity annotation system
can be used with a knowledge base specially made for the application domain.

Knowledge-based feature annotation and feature preparation system can ex-
tract from the given example features like: “best shooting settings”, “lightning”,

“good result”, “shoot simplicity”, “16.0 Megapixels”, “DIGIC 4 Image Proces-

sor” and “faster warm-up times”.

Annotation is a task of adding more information to an existing object like
text, image and video. The major advantage of using semantic annotation is
that we can relate the entities to their knowledge base resources so that we can
extract background knowledge about them. As a general conceptual solution,
the set of extracted features from the feature extraction task is enriched and
extended using entity recognition and ontological reasoning. The feature enrich-
ment process is realized using a knowledge-based annotator. The examples of
such features and their knowledge base types are shown in Table 2.

Table 2. Examples of Features and their Knowledge Base Types

Enriched Features Knowledge Base Types

Shoot Setting camera-onto:Camera Setting

Megapixels camera-onto:Image Quality

Eco mode camera-onto:Camera Shooting Mode

DIGIC 4 camera-onto:Image Processor

DIGIC 5 camera-onto:Image Processor

We propose to start with a set of ontological relationships that can be used to
extract further knowledge resources like equivalence, direct hypernyms and direct
hyponyms. This list can be extended with additional relationships depending on
the structure of the ontology in use and on its granularity. The sentiment value
of each resource can be computed based on the sentiment of the related sub-
feature. We propose the following correspondences for ontological relationships:

1. equivalence = the same sentiment value is given to the sub-feature
2. hyperonymy = a factor to be applied to the sentiment value of sub-feature
3. hyponymy = a factor to be applied to the sentiment value of sub-feature

These factors should be specified manually in the ontology by the domain ex-
perts who are familiar with the relations of sub-features to abstract features. The
ontology should include the knowledge required about the application domain,
e.g., in our example it should conceptualize the camera concept and photogra-
phy world in general so that one can extract the related concepts, e.g., for the
“Night Photography”.

As an example for abstract features sentiment calculation, we consider the
calculation for the night photography and kids photography. By inferencing on an

4 http://spotlight.dbpedia.org./
5 http://www.alchemyapi.com
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ontology about the relations of sub-features to each other and to abstract fea-
tures, we can calculate di↵erent a↵ecting factors that can be used for abstract
features sentiment calculation. We extract sentiments of related sub-features in
the whole product corpus. For example, we use the subsequent sentiment calcu-
lation of the abstract features “Night Photography” and “Kids Photography”.
S
NightPhotography

= 0.1⇤S
Flash

+0.3⇤S
Lens

+0.4⇤S
ImageProcessor

+0.2⇤S
Sensors

S
KidsPhotography

= 0.1⇤S
Shutter

+0.5⇤S
ImageProcessor

+0.3⇤S
Sensors

+0.1⇤S
Flash

In the above example the sentiment factors (e.g., 0.1, 0.5) of sub-features
are extracted by using an ontology that include the relations between abstract
features and sub-features. Our approach depends highly on the existence of an
ontology that can describe relations between features and can be used for infer-
encing on feature relations.

3 Conclusion and Future Work

Our main research question in this research was ”To which extent is it possible

to use ontological background knowledge to derive abstract upper-level features

based on more technical sub-features”?. To answer this question, we structured
the solution into three main tasks and from each task we tackled a number of
sub-tasks. The first task extracts features from reviews using natural language
processing tools. The second task extends features collected based on entity
recognition and ontological reasoning. The third task finds relations between
features and maps sub-features into related abstract features.

We have been working on approaches for recognition of features relevant
to application domain and extraction of relations between sub-features to their
related abstract-features.

Our future work is to specify details of background knowledge usage in the
process of feature extraction, e.g., the reasoning on background knowledge can
help to understand about the features that are not explicitly connected to the
abstract features in the ontology. We also need to find methods to relate and
evaluate specific features to more abstract ones. Furthermore, we have to evalu-
ate our approach on a larger corpus using a domain ontology.
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Abstract. Many current spoken dialogue systems for search are domain-
specific and do not take into account the preferences of the user and his
opinion about the proposed items. In order to provide a more personal-
ized answer, tailored to the user needs, in this paper we propose a spoken
dialogue system where user interests are expressed as scores in modular
ontologies and his sentiment about the system propositions is consid-
ered. This approach allows for a dynamic and evolving representation of
user interests. In fact, in order to improve the performance of the detec-
tion mechanism of users preferences, we propose a hybrid model which
also makes use of a sentiment analysis module to detect the opinion of
the user with respect to the proposition of the system. This allows the
system to leverage the degree of user satisfaction and improve the over-
all recommendation mechanism being more precise about the expressed
user interest. An evaluation on a representative set of dialogues is pre-
sented and highlights both the validity and the reliability of the proposed
preference inference mechanism.

1 Introduction

The traditional goal of spoken dialogue system is to approach human perfor-
mance in conversational interaction, specifically in terms of the interactional
skills needed to do so. With this objective, as an attempt to enhance human-
computer interaction, in the PARLANCE project3, we build a system for in-
teractive, personalized, hyper-local search for open domains such as restaurant
search and tourist information. Current search engines work well only if the user
has a single search goal and does not have multiple trade-o↵s to explore. For
example, standard search works well if you want to know the phone number of a
specific business but poorly if you are looking for a restaurant with several dif-
ferent search criteria of varying importance, e.g. food type versus location versus
price etc. The latter requires the user to collaborate conversationally over several
turns. In order to provide a personalized answer, tailored to the specific user, in

3 https://sites.google.com/site/parlanceprojecto�cial/



this work we focused on three levels: (1) user modelling in terms of preferences
and interests inferred from past interactions with the system, (2) personalization
of search approach and (3) the opinion of the user himself about the suggested
products.

Personalization in the context of spoken dialogue system has slowly pro-
gressed compared to the field of non-natural language systems. Indeed, current
spoken dialogue systems are mostly domain-specific, using rather static informa-
tion from experts and knowledge bases. In PARLANCE, we choose to represent
the dynamic domain knowledge through modular ontologies, where each ontol-
ogy module represents a domain and can be dynamically loaded at run-time to
meet the current needs of the user. In order to provide a semantic representa-
tion of the user model, the concepts and attributes in these ontology modules
are annotated with scores representing the preferences and interests of the user.
This allows us to learn the specificities of a user, and give responses that fit
the user’s profile. Additionally, user opinions can be detected where system rec-
ommendations are made. The sentiment analysis of the user answers permits
to detect the degree of user satisfaction to systems replies and provide more
tailored recommendations in the future.

This paper is organized as follows: Section 2 presents related work on prefer-
ence systems. Section 3 motivates our research and provides an overview of the
di↵erent components in the system. Section 4 introduces the representation of
user interests while Section 5 describes how to detect and exploit user opinions
about the recommended items. Then, we provide our experimental evaluation.
Finally, section 7 concludes the paper.

2 Related Work

The automatic detection and categorization of sentiment expressed in natural
language constitutes a remarkable research challenge, and has generated a nexus
of techniques and approaches. Recently, [1] and [2] have conducted extensive
surveys of the open challenges in this research area. Most of the works in this
area focus on the categorization of overall sentiment, capturing a form of average
polarity at the document level [3, 4].

A number of researchers have applied natural language processing (NLP)
techniques to detect features in small chunks of text [5, 6]. Some methods make
use of a lexical approach to focus on subjective words of the considered dia-
logue, namely adjectives and adverbs[7]. The study of linguistic complements,
negations, syntactic dependencies, etc., can also be positively used to categorise
the terms in the dialogue [8, 9].

Various API are available for sentiment analysis purposes. Most of them
are built for study of specific environments, like social networks and/or blogs,
and they try to focus on particular subjects, enterprises or events. Among all,
SentiWordnet [10] analyses relationships like antonymy, hyponymy and/or hy-
peronymy to give a triplet value (objective, positive and negative) to each term
of the considered phrase/document.
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3 PARLANCE Architecture

This section starts with an example dialogue between the user and the system
motivating the need for personalized interaction. Let us suppose that Paul is
visiting San Francisco and he is looking for a good restaurant in the center of
the city. An example dialogue between Paul (U) and the system (S) can be as
follows:

1. U: I’m looking for a moderately priced restaurant near the centre of town.
2. S: I have found 2 Indian and 1 Chinese restaurant. Star India is a moderately

priced restaurant in the centre of town. It has free Wifi.
3. U: Ok, what’s the address?
4. S: The address is 3721 Geary Ave.
5. U: Oh, I don’t want that one, it’s hard to park on that street. Are there any

other Indian restaurants?

In this conversation, not only information on user interests learned from past
dialogues is exploited, but also new information on interests and preferences is
learned. In item 2, the system has learned from previous conversations that the
user is quite fond of Indian and Chinese restaurants. Therefore, it starts with
proposing restaurants with these food types. The system also knows that the
availability of Wifi is important to the user, so it proactively gives this informa-
tion. In item 5, as the user asks for an alternative restaurant, user preferences
are updated: the user does not like Geary Avenue.

Considering this scenario, the starting point for inferring user interests are
abstract representations of the history of dialogues (dialogue act units) between
the user and the system. A user model manager analyses the dialogue history
of the user and derives interest scores associated to concepts, attribute types
and attribute values in a weighted ontology module corresponding to a specific
domain.

4 Evolving User Preferences as Weighted Modular
Ontologies

User preferences regarding concepts and attributes are inferred from the user’s
dialogue history. All user and system utterances from past dialogues are saved
in a so called dialogue act unit (DAU), which is the abstract representation of
utterances in PARLANCE. For example, when the user asks for the price range
of a restaurant, this is represented as the DAU request(price). Interest scores are
derived from logged traces of DAUs. We keep track of the positive and negative
occurrences of attribute values and concrete instances. These frequencies allow
us to rank the di↵erent elements. Based on this ranking it is decided which
system response is best suited with regards to the user interests. If the user often
queries for pricing information with given attribute value ”cheap” in searching
for a restaurant, the value of the price attribute will have a high frequency, and
the system will proactively inform the user about the price in its answers, and
lead the system to recommend restaurants from a cheaper price range.
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Our mechanism for expressing user interests is integrated in the approach
which represents information as (hierarchical) modular ontologies. Ontology
modularization is defined as a way to structure ontologies, so that large domain
ontologies will be the aggregation of self-contained, independent and reusable
knowledge components (considered as Ontology module (OM)). An OM can be
seen as an ontology fragment that has a meaning from the viewpoint of applica-
tions or users. Each ontology module corresponds to a particular domain and its
size should be small for easy maintenance. Each OM is characterized by a basic
concept, called the pivotal concept. A tourism ontology can contain several on-
tology modules like lodging, transportation and restaurant information. Taking
the restaurant ontology module, this contains (amongst others) the restaurant
concept with attribute types name, food type, dress code and location. To per-
sonalize the responses given to the user, our user model incorporates the interests
and preferences of the user by assigning scores to elements in the appropriate
ontology modules. These scores are updated according to what is being learned
from the history of past dialogues, ensuring that the interests evolve as user
preferences may change through time. The weights are useful in two di↵erent
aspects. First, the scores are used to rank and recommend concrete instances
that are of interest to users. Second, attribute value scores are used to generate
a system response tailored to the user needs. For example, based on the interest
scores, the system can decide to proactively inform the user on the food type of
the restaurant, but not on the dress code.

4.1 Evolving update of the User Model

Calculation of scores happens o✏ine based on all available dialogues in the di-
alogue history component. This means that the user model contains both the
representation of user preferences (as weights in modular ontologies), as the
mechanism to calculate the scores. To update scores based on recent dialogues
of the user with the system, the user model manager aims to the recalculation
of scores on a regular basis. The scores are thus dynamic, within the modular
ontology structure which itself is relatively static. The scores of the attribute
values are relative and sum up to 1. If an attribute type has m possible val-
ues, the initial score wi for each value will be 1

m . The score wi is updated by
counting how often attribute value attvali was selected and dividing this number
by the total number of times a value for the corresponding attribute type was
specified by the user. This means however that the past is as important as the
present. In our context, user interests will typically evolve over time. So, if the
dialogue history includes for instance the dialogues of the user during the last
six months, it is reasonable to have more recent dialogues having relatively more
influence on the user interest model than older ones. To this end, the scores for
attribute values should be updated in such a way that recent dialogues have
more relevance than older ones, which we do using an exponential smoothing
method as follows: wi = ↵ ⇥ xj + (1 � ↵)w0

i where w

0
i represents the old score

and xj 2 {0, 1} is the value for the choice taken at moment j in the dialogue
history. If xj = 1 then attvali was specified by the user, if xj = 0 it was not.
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Using this method, the sum of all scores of the attribute values belonging to
an attribute type remains 1, and the scores represent the relative importance of
each attribute value. The learning rate ↵ 2 [0, 1] is a real number that controls
how important recent observations are compared to older ones.

5 Mining User’s Opinions wrt System Recommendations
This component is responsible for analyzing the positive, neutral, or negative
opinions produced from user with respect to the propositions of the system. In
order to tackle this issue, we make use of a novel feature-based polarity analysis
technique[11], which combines statistical techniques with natural language pro-
cessing. As in literature, we define a polarity as a real number that quantifies
the user’s positive, neutral, or negative opinion about a feature.

With this goal, for each dialog (intended as the complete set of system-user
interaction), we model the user’s sentiment with respect to the proposition of
the user by estimating the degree of positivity/negativity with respect to the
considered features. To extract such fine-grained sentiment information from raw
text, we model each review as a set of sentences. A sentence is then formalized
as a syntactic dependency graph, used to analyze the semantic and syntactic
dependencies between its terms, and identify the terms referring to features.
More formally, a sentence S can be formalize as an ordered vector of terms
S = {w0, w1...wm}, where the order represents the original position of each term
within the sentence. The sentence s can be represented as a dependency graph
G. The dependency graph is a labeled directed graph G = (V,E, l), where V is
the set of nodes representing the lexical elements wi and E the set of edges (i.e.
dependency relations) among the nodes.

The graph is obtained through a preliminary POS tagging phase, achieved by
training a tagging model on the annotated corpus proposed by [12] and therefore
by calculating the probability p(tj |wi) of assigning a tag tj to the term wi using
a maximum-likelihood estimation as in [13].

Subsequently, the dependency graphs are then utilized to detect the terms
referring to a feature, which expresses some non-neutral opinion, including com-
pound expressions, e.g. “the restaurant serves a very good pizza.” In this phase, a
SentiWordNet-like approach[10], which attributes polarity values to each Word-
Net synset, is used as a source of polarity values. In detail, using the synset graph
proposed by WordNet, we calculate the polarities of each term by using a two-
step algorithm. A first step is a semi-supervised learning step in which polarity
values are assigned to two sets of seed nodes. This set consists of two subsets;
one subset of “paradigmatically positive” synsets and another one consisting
of “paradigmatically negative” synsets [14]. The polarities are then propagated
automatically to other synsets of the WordNet graph by traversing selected se-
mantic relations. This propagation is performed within the minimal radius that
guarantees no conflicts among the relations, that is, until a node labeled as pos-
itive points to a node already linked to some negative seed, or vice-versa. In
other words, we only propagate the polarities to the nodes that are univocally
connected to a positive or a negative seed. Second, a random-walk step is exe-
cuted on the whole WordNet graph starting from the seed nodes, and iteratively
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propagates the positive and negative polarity to all of the synsets. This approach
preserves or inverts the polarity of each node based on the number of positive
and negative relations that connect it to the seeds. The process ends when a
convergence condition is reached. This condition is satisfied when all the nodes
have maintained the same polarity sign (positive or negative) after two consecu-
tive steps. Finally, the polarities of terms are aggregated into single values, each
one referring to a specific feature.

6 Evaluation

The evaluation of our approach consists in two di↵erent analysis; from one side,
capturing the evolution of the user preference scores in time, i.e. with respect to
the size of the dialogue history or the number of interactions of the user with
the system, and from the other side, study the user feedback expressed in the
dialog with the system.

6.1 Analysing the evolution of the user preference scores

By using the fading factor ↵ in our interest score update formula, we make sure
that more recent dialogues provide more information on interests than the older
ones, leading to an evolution of interests. To obtain real spoken dialogues, we
used Amazon Mechanical Turk, which is a tool for crowd-sourcing where users
can call a toll-free number, solve tasks assigned to them, and earn money. First,
a number of well defined tasks, expressed in natural language, were constructed.
As an example, we ask a user to find an Italian restaurant in the center of
town. As a check for task success, the user has to give in the phone number of
the restaurant he has found. This means the test users have every incentive to
succeed, since they are only paid in case of task success. We varied the content
of the tasks as to reflect changing user interests over time. The basic task was
in each case to find a restaurant with variations in the attribute types food, area
and price. The experiments are based on 60 dialogues, and we set ↵ to be 0.1.
In analyzing the evolution of the interest scores, we plot the maximum score
P across attribute values for each attribute type as a function of the number
of dialogues considered, as can be seen in Figure 1. Indeed, the score P serves
as a basic metric for showing how outspoken the user interests are at a certain
moment in time. A low P signifies that the user changes his interest rather quick,
while a high P means that in recent dialogues he has shown a rather consistent
and stable choice behavior.

Figure 1 shows the evolution of the values of P over the dialogues for di↵erent
attribute types. It can be noticed that there is a correlation between the ”peaks”
in the graph for food and area, reflecting that when the user is in a stable period
with respect to his interests, this holds for some attribute types. The evolution
of the graph allows us to identify periods in which the user very dynamically
changes his interests, and periods in which his choices remain merely stable.
Also, by looking at the relative values of P for the di↵erent attribute types at a
given moment, it is possible to make a ranking of those types where the user does
not change his behavior a lot, compared to the ones that are more fluctuating.
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Fig. 1. Evolution of user interests in function of dialogue history

6.2 Dissecting user opinion with respect to System

recommendations

In order to assess the proposed approach to sentiment analysis, we analysed the
detected sentiments in the considered corpus of dialogs. The aim of this analysis
is to study, from one side, how the users interact with the system and, on the
second side, analyse the retrieved opinion with respect to the recommended
items. For this, we considered three features: food type, area and price. Figure
2 shows the obtained polarities.

Fig. 2. Statistics about the performed feature-based polarity on user dialogs.

These results highlight, for all the considered features, that the user express
more likely positive opinions rather than negative ones. In a sense, the users
accept, in great majority of the cases (up to 97% of the cases regarding the
food type) the recommendations of the system, explicitly proving the goodness
of the whole recommender system and the user preference model. In fact, the
previously collected preferences lead the system to recommend an item that
perfectly match the real user preferences.

Notice that this feedback value can be positively use to dynamically tune the
learning rate ↵ (explained in Section 4.1). In fact, a negative opinion can suggest
a change of the user preference wrt the attended one. Thus, we can dynamically
set the learning rate, which express how important recent observations can be
compared to older ones, proportionally to the negative sentiment expressed by
the user in order to reflect a sort of user preference change. Following this idea,
the more negative the sentiment expressed by the user, the higher the learning
rate which will reflect the necessity of the system to quickly update the user
preferences.
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7 Conclusion
In this paper we described an approach for modeling the dynamics of user pref-
erences in a spoken dialogue system for searching items of interest. A fading
method allows for the interests to keep track of the evolution of user behavior.
We then leverage the opinion of the user about the suggested items to improve
the recommender system and tune the learning rate of the system. We evaluated
our approach on a set of real dialogues and showed it can provide useful insights
into changing interests. The ontology-based representation of interests lets us
tailor recommendation of items to the recent preferences the user has exhibited,
for each search domain involved.
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Abstract.

1 The introduction of semantics in Sentiment Analysis re-
search has proved to bring several benefits for what performances are
concerned and has allowed to identify new challenging tasks to be accom-
plished. Semantics helps structuring the plain natural language text with
formal representation. The current system we are developing performs
sentiment analysis by hybridizing natural language processing techniques
with Semantic Web technologies. Our system, called Sentilo, is able to
recognize the holder of an opinion, to detect the topics and sub-topics
in its scope, and to measure the sentiment expressed by them. This in-
formation is formally represented by means of RDF graphs according to
an OWL opinion ontology, while holders and topics identity is resolved
on the Linked Open Data cloud.

Keywords: Sentiment Analysis, Sentic Computing, Semantic features

1 Introduction

Sentiment Analysis (SA) is one of the hottest problems currently studied in Nat-
ural Language Processing (NLP), and recently it has entered the Semantic Web
world: [16] provides evidence that including semantic features to SA algorithms
improves their performance. However, existing approaches at SA, even those that
include semantic features, are basically supervised and rely on the availability of
manually annotated samples, hence they are usually domain-dependent. Seman-
tic sentiment analysis can take advantage from linked data, ontologies, controlled
vocabularies, and lexical resources (e.g. DBpedia, YAGO, ConceptNet [13], Sen-
ticNet [4], Nell [11], OIE [7], etc.), which help aggregating the conceptual and
a↵ective information associated with natural language opinions.

Combining NLP and Semantic Web approaches could provide us with the
flexibility of language processing techniques, as well as with the depth of semantic

1 This work is supported by the project PRISMA SMART CITIES, funded by the Ital-
ian Ministry of Research and Education under the program Programma Operativo
Nazionale



knowledge bases, through which also sentiments that are expressed in a subtle
manner can be detected, as in the case of concepts that do not explicitly convey
any emotion, but which are implicitly linked to other concepts that do so. What is
challenging is the way those techniques can be used and combined to yield highly
performant systems. With semantics, we can expand the current state of the
art in sentiment analysis to track, correlate, and compare sentiment of specific
entities or group of related entities over time and across di↵erent contexts.

Another common aspect of most existing SA methods is that they neglect the
identification of holders and topics of an opinion as a task per se. In fact, they
mainly focus on interpreting the tone of a sentence by identifying terms that
carry a particular sentiment polarity; it has been demonstrated that including
topic detection in models used by algorithms for SA improves their results [2,
12, 17]. However, in such approaches, the SA task melts with the topic detection
task, which is never evaluated separately.

Sentilo2 is a semantic SA system introduced in [10] that analyses the senti-
ment of a sentence: it identifies the holder of an opinion, the topics and sub-topics
of that opinion, the sentiment expressed in each of them by the holder, as well
as the sentiment of the overall sentence. Topics, holders, and sentiments are rep-
resented as RDF graphs compliant to an OWL ontology [15] described in [10],
while topics and holders are resolved on the Linked Open Data cloud in order to
aggregate sentiments expressed on the same topic in di↵erent contexts or from
di↵erent sources.

2 Analyzing Opinions

Sentilo implementation is inspired by Davidsons view [6]: events and situations
are primary objects for the representation of a domain. Based on this view of the
world, sentences are represented as linked events or situations, with participating
objects. We use DOLCE+DnS [8, 9] as a vocabulary for events and situations,
and VerbNet [14] as reference for thematic roles of events. Based on this rationale,
we distinguish main topics from sub-topics of an opinion. The distinction between
topics and subtopics, as well as the event- and situation-based representation
of opinions, impacts on the strategy used for computing the sentiment scores
of individual topics and of the whole sentences. To compute sentiment scores
we rely on two resources: Sentic.net [5, 3], a publicly available resource that
provides polarized scores of concepts, and SentiWordNet [1], a lexical resource
for opinion mining. Given an entity, identified as a topic of an opinion (either
a main or sub-topic), we compute its sentiment score by combining the scores
of its associated opinion features, which are extracted from the RDF graph
representing the opinionated sentence. If the topic participates in an event or a
situation occurrence, we say that such occurrence provides a context to it, and
a↵ects its sentiment score.

We also want to tackle issues contained in sentences like the following: “John
is happy because President Alvarez was arrested”. For such a sentence, a common

2 http://wit.istc.cnr.it/stlab-tools/sentilo/service
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reader would understand a positive emotion for John as he is happy and a neg-
ative event (not opinion as that would depend on the context) for the President
Alvarez as he was arrested. A careful reader however would also consider John
as the holder of a negative opinion for the President Alvarez as John is having a
positive reaction to a bad event happened to President Alvarez. To this aim we
introduce the concepts of Role sensitivity and Factual impact. These concepts
have been the basis for the design of a novel resource of annotated verbs, named
SentiloNet. A role is sensitive with respect to an event (referred to by a verb) if
it is indirectly a↵ected by an opinion directly expressed on the event. As far as
the annotation of a verb (frame) is concerned, the sensitivity is an attribute of
its thematic roles. The value of the sensitivity attribute of a role with respect
to a verb can be either true or false, meaning that the role is sensitive or is not,
respectively. Factual impact indicates that an event (referred to by a verb) has
either a positive or negative impact on a specific role. As far as the annotation
of a verb is concerned, the factual impact is an attribute of its sensitive roles.
The value of this attribute for a role can be positive, negative, meaning that the
inherited opinion will keep its polarity or change it, respectively. The current
version of SentiloNet includes 1,100 annotated verbs. Given the high number of
di↵erent thematic roles of verbs, we have devised a heuristics that allowed us to
manually annotate a good amount of verbs in a rather limited amount of time.
SentiloNet indicates, for 1,100 verbs, the value of sensitivity and factual impact

attributes for each class of roles.
Sentilo sentiment score sc

Sentilo

of a topic t can be defined as a function f

taking the following arguments:

sc
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(t)),
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sc(type
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(t)), truth(t), sc(trig), sc(ctx(t)),mod(t))

– sc(x) is the score of x as provided by Sentic.net or SentiWordNet;
– q

i

is the object value of a triple t dul:hasQuality q

i

. Such triples represent
the opinion features, i.e. adjectives and adverbs, associated with entities
composing the opinion sentence;

– type

i

(t) is the type of t expressed in the RDF graph by means of rdf:type
triples;

– truth(t) is a truth value associated with an entity in the graph, typically an
event or situation occurrence, or a quality. If its value is false it means that
the entity is negated. E.g. in a sentence such as “John is not a good guy”,
a RDF triple situation 1 boxing:hasTruthValue fred:False would be
included in the graph, and its e↵ect would be to change the sign of the
sentiment score assigned to the feature good ;

– trig is the opinion trigger verb;
– ctx(t) is the context of t, if any. It can be either a situation or an event to

which t participates in;
– mod(t) is the modality of the verb t, if any. E.g. in a sentence such as I

would like a dog, an RDF relationship fred:like 1 boxing:hasModality

boxing:Necessary would be included.
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3 Conclusions

In this paper we have given our view on SA and shown an example with Sentilo, a
semantic SA system that we are currently developing. Sentilo is able to analyses
the sentiment of a sentence, identify holders, topics and subtopics. As future
direction we are designing a sentiment scoring algorithm that takes into account
all the semantics information provided by Sentilo in order to correctly propagate
the scores from topics/sub-topics to situations/events and viceversa.
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Preface

Emergencies require significant e↵ort in order for emergency workers
and the general public to respond e↵ectively. Emergency Responders must
rapidly gather information, determine where to deploy resources and make
prioritization decisions regarding how best to deal with the emergency. Good
situation awareness [1] is therefore paramount to ensure a timely and e↵ec-
tive response. Thus, for an incident to be dealt with e↵ectively, citizens and
responders must be able to share reliable information and help build an un-
derstanding of the current local and global situation and how this may evolve
over time [2]. Information available on Social Media is increasingly becoming
a fundamental source for situation awareness. During a crisis, citizens share
their own experiences, feelings and often, critical local knowledge. Integrat-
ing this information with Linked Data, such as geographic or demographic
data, could greatly enrich its value to better prevent and respond to disasters
and crises. Analysing, modelling and integrating social media content and
Linked Data presents significant technical as well as social challenges. Social
data is: (i) high in volume, rapidly changing and constantly increasing, (ii)
often duplicated, incomplete, imprecise and potentially incorrect; (iii) textual
content may be written in informal style (i.e., short, unedited and conver-
sational), thus much less grammatically bounded and containing extensive
use of shorthand, symbols (e.g., emoticons), misspellings etc.; (iv) gener-
ally concerning the short-term zeitgeist; and (v) covering every conceivable
domain. For this the workshop on Social Media and Linked Data for Emer-
gency Response (SMILE2014) called for papers on innovative approaches for
exploitation of social media and Linked Data for emergency response and
crisis management using semantic web technologies. To address this the
proceedings include papers ranging from vehicle routing to crowd-sourcing,
social media mining and visualization.

January 2015
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Abstract. Linked Open Data (LOD) has gained significant momentum
over the past years as a best practice of promoting the sharing and publi-
cation of structured data on the semantic Web. Currently LOD is reach-
ing significant adoption also in Public Administrations (PAs), where it is
often required to be connected to existing platforms, such as GIS-based
data management systems. Bearing on previous experience with the pi-
oneering data.cnr.it, through Semantic Scout, as well as the Agency for
Digital Italy recommendations for LOD in Italian PA, we are working on
the extraction, publication, and exploitation of data from the Geographic
Information System of the Municipality of Catania, referred to as SIT
(“Sistema Informativo Territoriale”). The goal is to boost the metropolis
towards the route of a modern Smart City by providing prototype inte-
grated solutions supporting transport, public health, urban decor, and
social services, to improve urban life. In particular a mobile application
focused on real-time road traffic and public transport management is
currently under development to support sustainable mobility and, espe-
cially, to aid the response to urban emergencies, from small accidents
to more serious disasters. This paper describes the results and lessons
learnt from the first work campaign, aiming at analyzing, reengineering,
linking, and formalizing the Shape-based geo-data from the SIT.

Keywords: Geo-Linked Open Data applications; Linked eGovernment Data
extraction and publication; sustainable mobility; emergency vehicle routing.
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1 Preliminary discussion

In a currently on-going project we are investigating the extraction, enrichment,
publication and reuse of Linked Open Data (LOD) [1, 2] for the Municipality of
Catania (MoC), Italy, by means of the application of latest semantic technolo-
gies and software components [3]. The main motivation of the work consists of
experimenting social eGovernment systems aimed at optimizing the performance
of the Public Administration (PA) of the MoC for the provision of intelligent
ICT services to citizens and businesses, supporting the external evaluation of the
PA by the detection of the community trust. The work falls within the spirit of
the Smart Cities initiatives of the European Commission, which aims at bringing
together cities, industry and citizens to improve urban life through more sustain-
able integrated solutions. Although the methodology has been designed for the
case study of the city hall of Catania, the approach is completely generalizable
and can be replicated to any PA worldwide. One of the main development objec-
tives of the project consists in conceiving, designing and prototyping applications
for the MoC related to certain areas of experimentation, such as online social
services and health, traffic management and transport, and urban decor. With
the aim of detecting and collecting the required data and processes for these
applications, meetings with the Leadership of the Directorate of Information
Systems Service of the MoC were carried out.

A particular field of experimentation is specially focused on the manage-
ment of mobility, i.e. road traffic and public transport. Within this context, the
scenario has identified the development of a prototype mobile application im-
plementing a real-time system to inform on the state of roads in urban areas
to support sustainable mobility and, in particular, to aid the response to urban
emergencies, from small scale accidents to more serious disasters. The system
aims at connecting drivers to one another, helping people create local driving
communities that work together to improve the quality of everyone’s daily driv-
ing. That might mean helping them avoid the frustration of sitting in traffic,
advising them on unexpected accidents or other traps, or just shaving five min-
utes off of their regular commute by showing them new routes they never even
knew about. But most importantly, the application may have any extremely im-
portant role on emergency logistics. Response to an emergency incident requires
careful planning and professional execution of plans, when and if an emergency
occurs [4]. During these events there is the need to find rapidly the nearest hos-
pitals, or to obtain the best way outs from the emergency zones, or to produce
the optimal path connecting two suburbs for redirecting the road traffic, etc.
Technically, this system should be able to locate the best path between source
and destination not only in a static environment, but particularly in a dynamic
one. That is, the user feedback serves at placing in the map some obstacles, or
inaccessible zones, coming from accidents or emergency events, and the system
responds in real-time producing the optimal path without these forbidden zones.
After typing in their destination address, users just drive with the application
open on their phone to passively contribute traffic and other road data, but they
can also take a more active role by sharing road reports on accidents, advising on
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unexpected traps, or any other hazards along the way, helping to give other users
in the area real-time information about what’s to come [5]. For the realization
of the app for our case study, it is necessary to process the data and diagrams in
the Geographic Information System of the MoC, referred to as SIT: “Sistema In-
formativo Territoriale” [6]. Therefore it was decided, by mutual agreement with
the chief officers and experts of the city hall of Catania, to process the data in
order to make them open, interoperable and compatible with the principles of
Linked Open Data.

The paper is structured as follows. Background on the state of the art on
the use of LOD for PA, often referred to as Linked eGovernment Data [7], is
reported in Section 2. Techniques and tools used to deal with LOD for the
MoC are introduced in Section 3, while the extracted ontology is described in
Section 3.3, along with the means used to consume the accessible data. Section 4
ends the paper with conclusions and the future research where we are directed.

2 Linked eGovernment Data

LOD are currently bootstrapping the Web of Data by converting into RDF
and publishing existing datasets available to the general public under open li-
censes [1, 2]. LOD offers the possibility of using data across domains or organi-
sations for purposes like statistics, analysis, maps and publications. These major
changes in technology and society are involving also the way of doing politics,
administration and the relationship between politicians, public servants and cit-
izens. Transparency, participation and collaboration are the main issues of the
integration of citizens in the paradigm of Open Government [8]. Because PAs
have large amounts of data which could be made accessible for the purpose of the
LOD movement, research on the opening process, data reengineering, linking,
formalisation and consumption is of primary interest [9].

The Digital Administration Code incorporates a wide range of best-practices
in the usage of Linked eGovernment Data, which can be synthetized as: por-
tals for the supply of the Linked eGovernment Data sets; portals providing raw
data sets of LOD for PAs along with technical tools or developer kits for under-
standing, interpreting, or processing the provided data; existing portals acting
as showrooms for best practices for Linked eGovernment Data; mobile apps for
smartphones using LOD for PAs [7].

The main thrust on the publication of LOD for PA is coming from big
initiatives in the United States (data.gov) [10, 11] and the United Kingdom
(data.gov.uk) [12], both providing thousands of raw sets of LOD within their
portals, but there are also some other experiences and notable initiatives that
are in line with the international state of the art. In Germany, one of the first
examples for a LOD portal is the one from the state of Baden-Württemberg
(opendata.service-bw.de), divided into three main parts: LOD, applications,
and tools. In addition to their potentials, Linked eGovernment Data can pro-
vide great benefits in the matter of accountability, as shown in the LOD portal
example of Kenya (opendata.go.ke).

  3
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In addition, LOD have been published in Italy by the city hall of Florence4,
Agency for Digital Italy5, from the Piedmont region6, the Chamber of Deputies7.
Beside these initiatives, another notable for the Italian PA is “data.cnr.it” [13,
14], the open data project of the National Research Council (CNR), designed and
maintained by the Semantic Technology Laboratory of ISTC-CNR, and shared
with the unit Information Systems Office of CNR.

3 Extraction of Linked eGovernment Data for the MoC

In this section we present the methodology used for the extraction and pub-
lication of LOD for the Municipality of Catania. The methods are based on
the standards of the W3C8, on good international practices, on the guidelines
issued by the Agency for Digital Italy [15, 16] and those by the Italian In-
dex of Public Administration9, as well as on the in-depth experience of the
research participants on this field, in particular related to the development of
the “data.cnr.it” [13, 14] portal.

3.1 Scenario analysis

During the phase of selection of the source data, a thorough analysis of the ref-
erence domain was made. Thanks to the close interaction with the PA experts
of the MoC, the Geographic Information System, SIT [6], was identified as the
source dataset for the enrichment and publication of data. The SIT is a data
warehouse used for reporting and data analysis, and consisting of databases,
hardware, software, and technicians, which manages, develops and integrates in-
formation of the province of Catania based on a geographical space [6]. The vari-
ous territorial levels (hydrography, topography, buildings, infrastructure, techno-
logical networks, administrative boundaries and land, ...) form the geo-localised
common part of the information flow of the MoC, according to which all the
constituent parts are related to each other.

The SIT is designed to contain all the available data of the PA in Catania
for the purpose of in-depth knowledge of the local area. Basically tit contains
three types of data: register base, registry office, and toponymy, provided in the
form of Shape-based files [17] for each data record, i.e. files with extensions: .dbf,
.shp, .shx, .sbn, .sbx, .xml. Through the consultation platform on the web it is
possible to display the following information: basic cartography; ortho-photos;
road graph; buildings with a breakdown by main body of some areas of the
city; cadastral sections; data from the 1991 and 2001 census of the population;
last Master Plan; gas network on-going works; resident population in selected

4Available at: http://opendata.comune.fi.it/linked_data.html
5Available at: http://www.digitpa.gov.it
6Available at: http://www.dati.piemonte.it/rdf.html
7Available at: http://dati.camera.it
8Available at: http://www.w3.org/standards/semanticweb/
9Available at: http://spcdata.digitpa.gov.it/data.html
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areas (municipalities, entire street, polygonal, circular area); total population,
distributed into bow street, house number, etc; breakdown of the population by
municipality, blocks, nationality, gender, family components, age, marital sta-
tus, etc; extraction and search of resident persons, and their location on the bow
streets; competence areas of pharmacies; location and alphanumeric information
of: municipality, hospitals, universities, schools, pharmacies, post offices, areas or
emergency, public safety, fire departments, public green areas, public community
centres, institutions for minors and orphanages. The SIT also includes maps con-
taining geo-referenced information related to: sub-services (electricity-gas-water
pipes); data on stoppage areas; occupation stalls; stalls for disadvantaged peo-
ple; occupation of public land; public transport fleet; management and working
state of the fleet; data on lines and stops of public transport; accident traffic
data; road signs and markings; maintenance state of roads and sidewalks; man-
agement of roadway construction; data of the municipal police; the accounting
of the Municipality. Note that the information contained in the SIT are in Ital-
ian language, therefore the produced Linked Open Data will be in Italian too
(although the whole generation process is completely language-independent).

3.2 Geo-data modelling and reengineering

To reengineer the dataset according to the target conceptual model we used
Tabels10, a software tool developed by the research foundation CTIC, which, us-
ing the GeoTools libraries11, is capable of transforming the information encoded
in the shape files into RDF representations. From the shape files supplied for
each data record (in particular, the files with extensions .dbf and .shp), Tabels
encoded the shape files into RDF triples related to the designed ontology, that
it will be described in more detail in Section 3.3. On the one hand the character-
istics of the table are stored as RDF representation, and, on the other hand, the
spatial geometry is modelled on the standard KML representation [18]. At this

Fig. 1: Example of a geo-localised entity of “pharmacies”.

10Available at: http://idi.fundacionctic.org/tabels/
11Available at: http://geotools.org
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stage we are mapping to existing vocabularies, in particular NeoGeo12, suitable
for geo-data. The geometric coordinates in KML are expressed according to the
Geodetic reference system Gauss-Boaga (or Rome 40). By means of different
conversion tools publicly available on-line (e.g. http://www.ultrasoft3d.net/
Conversione_Coordinate.aspx), it is possible to produce the coordinates of lat-
itude, longitude and altitude in meters using the Geodetic system WGS84 [19].
In particular, the application of Tabels to each pair of files, .dbf and .shp, of the
data tables is able to produce a set of RDF triples stored in a repository with
other geometric resources contained in a public server. For example, from the
information stored in the database of the SIT representing an entity of “phar-
macies” (Figure 1), Tabels produces the related RDF triples, shown in Figure 2,
and the file with the geometric KML coordinates (Figure 3).

Fig. 2: RDF triples produced by Tabels for the example of entity in “pharmacies”.

Fig. 3: KML coordinates produced by Tabels for the example of entity in “phar-
macies”.

12Available at: http://geovocab.org/doc/neogeo.html
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Tabels is able to import common file formats, such as XLS or CSV, including
shape files. Afterwards it generates automatically a transformation program from
the input data files. The generated program is able to transform each row of
the input data into a new instance of a RDF class ad-hoc. In addition, each
value in the column of the input tables is converted into a new triple where
the subject is the instance mentioned, the predicate is a property based on the
name of the column header, and the object is the value of the column as a
rdfs:Literal. It is worth noting that the transformation program automatically
generated, is a SPARQL-based script completely customisable by the user. Thus
it is possible to change classes, names and associated properties, and then to
annotate them appropriately. Once the transformation program is defined, the
execution of Tabels generates the corresponding RDF in output, which we make
publicly available online through a dedicated SPARQL endpoint. In addition,
information regarding each resource object of the ontology data can be obtained
through negotiation mechanisms of the content (content negotiation) based on
HTTP REST that make them accessible, for example, through a browser or as
REST web service. Data consumption is described in more detail in Section 3.5.

3.3 Resulting ontology for the SIT

Starting from the definition of the tables of the SIT, a first version of OWL
ontology was developed. This provides classes and properties representing the
database entities of the SIT, and is publicly available at the following URI:

http://ontologydesignpatterns.org/ont/prisma/ontology.owl
having the namespace (i.e. the default address of the entities in the ontology):

http://www.ontologydesignpatterns.org/ont/prisma/.
The creation process of this ontology was divided into two main phases and

has followed the good practice of formal representation, naming, and seman-
tic assumptions in use in the domain of the Semantic Web and Linked Open
Data [15, 16]. In the first phase, the entire structure of the tables was con-
verted into a draft OWL ontology, where each table (i.e. each entity type de-
scribed by the supplied data) is represented by a class and each field of the
table by a data property. This translation was carried out in a fully automatic
way from the sources provided in XML format (extension .shp.xml ) by means
of the use of an XSLT transformation. Note that fields with the same name
but belonging to different tables have been provided with distinct properties.
For example, the fields “Name” of the tables “Nursing Homes” (“Case Riposo”)
and “Pharmacies” (“Farmacie”) have been translated with two different data
properties, respectively “Name-of-CATANIA.SDO NursingHomes” and “Name-
of-CATANIA.SDO Pharmacies”.

From this interim draft ontology and from the available data, a first version
of the ontology in OWL was produced. At this stage we have followed the sug-
gestions of the W3C Organization Ontology13, a set of guidelines for generating,

13Available at: http://www.w3.org/TR/2014/REC-vocab-org-20140116/
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publishing and consuming LOD for organizational structures. In this respect we
have named the graph nodes as URIs and pursued the following principles:

– The name of all the classes was taken to the singular (e.g., from “Pharmacies”
to “Pharmacy”);

– The names of the data properties were aligned when they were clearly show-
ing the same semantics. For example, the properties
“Name-of-CATANIA.SDO NursingHomes” and
“Name-of-CATANIA.SDO Pharmacies” ended in the same property “name”,
assigned to “NursingHome” and “Pharmacy” as domain or entity class;

– The data properties that seemed to refer to individuals of other classes,
probably having foreign key functions on the data base, were transformed
into object properties. For example, the property
“MUNI-of-CATANIA.SDO NursingHomes” became “municipality” in order
to connect individuals of class “Nursing Home’ with individuals of class
“Municipality”;

– The data properties having values clearly assigned to some resources were
transformed into object properties and their values were reified as individuals
of specially created classes.

All changes made to the intermediate draft ontology for the implementation
of the first version of the ontology have been documented in the form of SPARQL
CONSTRUCT. This allowed us to create a simple script to convert the data
extracted by Tabels in order to make them fully compliant with the final expected
ontology, produced as output in RDF format.

3.4 Example of conversion from the geo-data to the final ontology

In this section we want to focus on the phase of transformation from shape files
to the final RDF ontology by reporting an example. Consider as reference the
data record “Traffic Lights” (“Semafori”). The SQL schema of this table includes
the fields:

– ObjectID - unique number incremented sequentially;
– Shape - type Geometry that represents the coordinates defining the geometric

characteristics of the entity;
– Id - Identification number of type Double;
– name - String type name of the entity;
– Sde SDE se - integer number;
– Se ANNO CAD DATA - blob representing the date.

Passing the .shp and .dbf files to Tabels, this generates the transformation
program, that is the SPARQL-based script used to import the data (see Fig-
ure 4). As already mentioned, it is possible to edit the script to suit custom
requirements. Once any change in the transformation program is completed, it
is possible to save and run it, which generates the RDF triples from the table
data given as input. Figure 5(a) shows the RDF/Turtle produced by Tabels by

3
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using the methodology already described for a single ‘Traffic Light” entity as ex-
ample. Figure 5(b) shows the corresponding final ontology of this entity obtained

Fig. 4: A view on the transformation program used by Tabels to convert the shape
files to RDF for the table “Traffic Lights” (“Semafori”).

(a)

(b)

Fig. 5: Top panel (a): RDF/Turtle produced by the transformation program of
Tabels for a single entity of the table “Traffic Lights” (“Semafori”). Bottom panel
(b): Corresponding final RDF/Turtle ontology obtained through SPARQL CON-
STRUCT conversion to fully match the designed ontology.

3
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by conversion through SPARQL CONSTRUCT of the related data extracted by
Tabels, in order to fully match the designed ontology.

This example further shows the ability and simplicity of the proposed method-
ology to gather the complex structure of a non-structured database, allowing a
rapid analysis, retrieval, and conversion of the data into a structured RDF for-
mat, and the publication in the form of Linked Open Data.

3.5 Data consumption

The produced ontology consists of 854,221 triples and can be publicly queried by
selecting the RDF graph called <prisma> on the dedicated SPARQL endpoint
accessible at http://wit.istc.cnr.it:8894/sparql. Queries can be made by
editing the text area available into the interface for the SPARQL query. The
SPARQL endpoint is also accessible as a REST web service, whose synopsis is:

– URL ⇒ http://wit.istc.cnr.it:8894/sparql
– Method ⇒ GET
– Parameters ⇒ query (mandatory)
– MIME type supported output ⇒ text/html ; text/rdf+n3 ; application/xml ;

application/json; application/rdf+xml.

Data are also accessible through content negotiation. The reference names-
pace for the ontology is http://www.ontologydesignpatterns.org/ont/prisma/
which is identified by the prefix prisma-ont. The namespace associated with
the data is, instead http://www.ontologydesignpatterns.org/data/prisma/
which is identified by the prefix prisma. These two namespaces allow content ne-
gotiation related to the ontology and the associated data. The negotiation can
be done either via a web browser (in this case the MIME type of the output is
always text/html), or by making HTTP REST requests to one of the two names-
paces. The synopsis of the REST requests to the web service associated with the
namespace identified by the prefix prisma-ont is the following:

– URL ⇒ http://www.ontologydesignpatterns.org/ont/prisma/
– Method ⇒ GET
– Parameters ⇒ ID of the ontology object (mandatory the PATH parameter)
– MIME type supported output⇒text/html ; text/rdf+n3 ; text/turtle; text/owl-

functional ; text/owl-manchester ; application/owl+xml ; application/rdf+xml ;
application /rdf+json.

Instead, the synopsis of the REST requests to the web service associated with
the namespace identified by the prefix prisma is the following:

– URL ⇒ http://www.ontologydesignpatterns.org/data/prisma/
– Method ⇒ GET
– Parameters ⇒ ID of the ontology object (mandatory the PATH parameter)
– MIME type supported output⇒text/html ; text/rdf+n3 ; text/turtle; text/owl-

functional ; text/owl-manchester ; application/owl+xml ; application/rdf+xml ;
application /rdf+json.
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4 Conclusion

This paper presents an application of Linked Open Data for PA. The used
methodology was implemented by following the standards of the W3C, the good
international practices, the guidelines issued by the Agency for Digital Italy and
the Italian Index of Public Administration, as well as by the in-depth experi-
ence of the research participants in the field. The method was applied to the
case study of the PA of the MoC, in particular from their data stored in the
Geographic Information System, SIT. By using tools and technologies for the
extraction and publication of data, it was possible to produce an ontology of
the SIT according to the paradigm of Linked Open Data. The data are pub-
licly accessible to users through queries to a dedicated SPARQL endpoint, or
alternatively through calls to dedicate REST web services.

In currently on-going work a mobile application based on this LOD and
related to sustainable mobility and emergency vehicle routing is under develop-
ment and will be released soon. This will support the real-time management of
road traffic and public transport, informing citizens on the state of roads in ur-
ban areas, in particular during urban emergencies, from small accidents to more
serious disasters, and redirecting the road traffic by providing best alternatives
routes to find way outs, the nearest hospitals or other locations of interest. The
user will be able to contribute traffic and other road data, sharing road reports
on accidents, advising on unexpected obstacles or inaccessible zones, or any other
hazards along the way, helping to give other users in the area real-time infor-
mation about what is currently happening. Soon, when the mobile app based
on these LOD will be launched, user-centric tests and an experimental evalua-
tion will be object of investigation. Our work is a concrete step supporting the
Municipality of Catania to move into the paradigm of Open Government and
Linked Data, boosting the metropolis towards the route of a modern Smart City.
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Abstract. In recent years, enterprises and emergency response teams
have started to use user-generated content to monitor crises, events and
trends. Especially in critical situations, decision makers must, above all,
quickly assess huge amounts of data. E↵ective geographical visualization
and aggregation of collected data is an important prerequisite to enable
decision makers to infer the impact of a detected event on, for example,
their supply chains and other physical establishments. However, in ex-
isting literature the aspect of geographical visualization of automatically
analysed events is hardly addressed. In this paper, we propose to intro-
duce hierarchical levels of detail, a concept from Geographic Information
Systems, for the visualization of user-generated data describing a local
event. We developed a tool which can improve the assessment of regional
impacts by o↵ering the possibility to browse and visualize results on lay-
ers aggregating data along individually defined hierarchical dimensions,
e.g. geographical or political districts.

1 Introduction

Social networks, RSS feeds, and platforms for microblogging are becoming more
and more important for users to share feelings, experiences and to report about
recent events at any time. As a result, huge amounts of data are created, which
are often publicly available. This raw information can be used by enterprises
as well as governments to rapidly learn about the latest events and to mon-
itor the public opinion about certain topics. However, processing these huge
amounts of information is a challenging task and, in case of a crisis, the ac-
cessible information must be quickly assessed to be useful for decision-making.
Globalization led to an increase in the multinational footprint of enterprises and
their supply chains. Consequently, the critical infrastructure is spread over large
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and disconnected territories. Knowing geographical references is a key input for
decision-making processes in such an environment.

Therefore, the assessment of the collected information needs to be linked
with geospatial information about regions and points of interest. Microblogs and
news feeds are often enriched with temporal and geospatial data, either explicitly
provided by tags in the meta-data or implicitly in the messages’ content itself.
However, this information inherits the intrinsic properties of user-generated data
and is therefore likely to be incomplete, incorrect, and imprecise. Furthermore,
it is a non-trival task to monitor large regions of interest while still quickly
assessing the impact of a detected event with globally dispersed points of interest.
Therefore, knowing the geographical reference area of a feed can be an important
starting point.

The goal of our research is, therefore, to improve geospatial assessment of
events reported in microblogs by using hierarchical levels for the analysis of
important events threatening the infrastructure of enterprises and visualization
of results by browsing through these layers. While the detection of the geo-
graphic origin of an incident is often determined by the measurement of bursts,
e.g., [7], we focus on monitoring regions of interest, assessing the impact of de-
tected events, and providing better user-support for decision-making. To this
end, we developed a tool for the assessment of collected microblogs at hierar-
chical geospatial levels while considering relevance factors that are assigned to
individual microblog messages. The contributions of this paper are as follows:

– We developed a tool aimed at supporting enterprises and emergency response
workers in geospatial assessment of incidents by using hierarchical levels.

– We discuss architectural decisions, implementation details, and our semantic
model for the analysis of microblogs.

It is important to note that any monitoring-approach relying on user-generated
web data is restricted to situations where both users as well as decision mak-
ers are still able to access communication infrastructure. Moreover, it is limited
by the extent of data being augmented with geospatial information, either by
explicit tags (e.g. GPS-tags) or implicitly in the content. Considering for exam-
ple the microblog platform Twitter5, around 2 percent of microblogs had been
GPS-tagged in 2012. Given a baseline of around 400 million entries per day,
the amount tagged was still significant. A fulltext geocoder including additional
fields such as the location could even reference around 28% of the entries [6].

Throughout the paper we are considering exemplary User Generated Text
Content (UGTC), which includes microblogs, RSS feeds and content from so-
cial media platforms. We focus on the generic aspects when using UGTCs in
critical response systems - an implementation in a certain domain using a spe-
cific provider always requires the consideration and adherence to the specific
applicable data protection laws, privacy terms, and terms of use of the provider.

The remainder of this paper is structured as follows: In Section 2, we present
related work on the use of microblogs for event-detection and in Section 3, we

5 http://www.twitter.com
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discuss the opportunities to retrieve geospatial information from microblogs and
RSS feeds. We present the visualization approach in Section 4, and describe our
architecture and implementation in Section 5. In Section 6, we conclude our work
and o↵er an outlook on future work.

2 Related Work

The huge amounts of publicly available user-generated data motivated research
in various areas. Several studies focus on detecting events in microblog data -
one of the earliest of this kind was developed by Sakaki et al. [11], who developed
a system to reliably detect earthquakes in Japan exclusively based on Twitter
data. They do not particularly address the aspect of visualization in their study,
however in a provided screenshot they use coloured pins to depict individual
tweets on related to earthquakes on a map. The problem with pins is that mul-
tiple instances at the same location cannot be visually distinguished from single
occurrences. The same applies for Sadilek et al. [10] who use microblog data
to predict disease transmission and used pins to visualize geographic locations
of users, but again, visualization was not a core aspect of their work. However
in both cases, the possibility to aggregate and view results on higher hierar-
chical levels, e.g. for each district might enable a better overview and lead to
additional insights. Chunara et al. [3] use news and microblog data to visualize
disease outbreaks on a health map. They present alerts, derived from Tweets
on a heatmap, which indicates high and low-density of relevant messages both
on a detailed level and aggregated on up to two hierarchical levels according
to administrative districts. While this provides a good example for the use of
geospatial hierarchies for data-visualization, our approach aims for a general
solution allowing for hierarchical aggregations along multiple dimensions, e.g.
administrative but also according to geographical or political attributes.

Additionally, several e↵orts have been made to detect events independently
of a specified domain [1, 2, 5, 7]. These methods typically extract events based
on the detection of high occurrences of words. While in most of these studies
temporal and geospatial properties of the detected events are extracted, only
little attention has been paid yet to the geographic representation of events.

One of the few studies explicitly devoting attention to visualization aspects
was conducted in [7], where the authors validated their map-based visualization
approach in a user study. As one of their results they found, that for an intu-
itive user experience the additional possibility to zoom in and out of visualized
data as well as the aggregation of mapped results would be required. Rosi et
al. [9] also point out the need for better visualization techniques and tools to
view and understand data at multiple levels of granularity. Pouliquen et al. [8]
geocoded news items and experimented with di↵erent visualization options. They
suggested representing news stories as points on a map leveraging WorldKit6 or
used placeholders in GoogleEarth7 with icons representing the frequency of news

6
brainoff.com/worldkit/

7
earth.google.com
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items found referencing a specific place. In the later, they relied on the zooming
features naturally provided by GoogleEarth. Furthermore, they experimented
with Scalable Vector Graphics (SVGs), but relied on only one country level.

In our study, we want to address this gap by proposing a method to imple-
ment hierarchical geospatial layers, which allow for di↵erent aggregation levels
during event-detection, visualization and assessment. We use UGTCs such as
microblogs and RSS feeds to illustrate our approach.

3 Inferring Geospatial Attributes from UGTC

Multiple ways to infer geospatial information are applicable to Microblogs as
well as to RSS feeds. By using microblogging platforms users can often decide
whether the exact location (identified by GPS-information), the place (such as
the city or neighbourhood) or no location information is attached to a message.
Additionally to these location-tagged microblogs, geographic information could
be obtained from the user’s profile if available and accessible at a platform. The
user’s profile may include a location field, the time zone and may include further
location information in the profile description or on a linked personal website.
Eventually, information can also be extracted from the message text, which
might relate to a certain event or directly to an area, territory, or jurisdiction.
Using profile, user location and geo tags as input and again taking Twitter as
an example for a microblogging platform, Leetaru et al. [6] reported a share of
34% of microblogs mappable at a correlation level of 72% against a baseline.

Considering standard RSS feeds, location information can be obtained anal-
ogously from the content or the author’s information. Since RSS feeds are linked
to more comprehensive blogs or news articles, more information about where
an event occurred could be provided. Moreover, the W3C GeoRSS standard
is designed to explicitly provide information about the geographic location a
post relates to in form of geographical points, lines and polygons, which can be
automatically processed by geographic software. In this case, the location infor-
mation is certainly more accurate since it is explicitly annotated and aims at
describing the geospatial features of a report. However, even when having only
full-text with geographic information available, accuracy rates of 77% have been
achieved [8].

Locations inferred from user-generated data can be obtained by di↵erent
methods. However, it must be distinguished between reports about events or in-
cidents from the place where the event or incident occurred and reports in which
the event or incident are discussed. While certainly both of categories are impor-
tant, we require schemas to reflect these geospatial dependencies. Furthermore,
location information is often ambiguous or may be incorrect. As a consequence,
we have to account for the possibility to allow users to correct errors and infer
the geographic dependencies between analysed topics.

6
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4 Geospatial Visualization of UGTCs

The goal of our tool is to improve geospatial assessment of events reported in
UGTCs by using hierarchical levels for the analysis of important events threat-
ening the infrastructure of enterprises and the visualization of results by brows-
ing through these layers. These layers are diversely designed according to the
needs of the domain, which is encompasses the enterprises’ requirements and the
(global) dependencies of its supply chain infrastructure. For example, comparing
the states of the US with the countries of the European Economic Area requires
to set these areas on the same hierarchical level. This might be interesting when
enterprises are planning or evaluating establishments of their infrastructure in
these regions of interest. Furthermore, the user has to decide which regions and
layers are of importance in the analysis. For example, in an industrial use case, an
enterprise might concentrate on geographic regions where critical infrastructure
or suppliers are located. Measuring the influence of earthquakes might motivate
the user to define the center of the earthquake as central point and then to de-
fine concentric circles as hierarchical levels around the earthquake’s epicentre.
For our implementation, we created a hierarchical structure according to the
United Nations Statistics Division8. According to this website, the geographi-
cal regions and compositions are structured in the following hierarchy: World 7!
continental regions 7! geographic sub-regions (e.g., Eastern Africa) 7! Countries.
We extended the structure with Countries 7! country-specific Regions.

In the following two scenarios, we will motivate the usage of hierarchical
layers which facilitate the browsing of data in two conceptually contrary models:
top-down and bottom-up.

Top-down assessment. In the top-down approach, users are monitoring the high-
est level of interest. This visualization approach is aimed at providing a holistic
overview of gathered information and allowing to zoom into the defined levels of
interest, where each area reveals its own and from sub-areas inherited UGTCs.
By using the top-down approach, the user can compare regions of interest glob-
ally (i.e., at the highest abstraction level) with other areas at this level. Our
tool then provides the possibility to seamlessly start zooming in to explore more
specific areas in more detail. For instance, this visualization scenario is suitable
when an enterprise is planning new establishments for critical infrastructure or
to monitor geographically large areas. In case of an emergency or crisis this ap-
proach allows to zoom into the relevant local areas, determine the geospatial
impact and to plan appropriate measures.

Bottom-up assessment. The bottom-up approach is useful for monitoring specific
geographic locations and to access the impact as as soon as an event is detected.
Users can also zoom out of the region in order to browse the UGTCs in the his-
tory of upper-levels. The predefined hierarchical levels allow to systematically
analyze the global impact of an event. For instance, in case of a detected earth-
quake an approximation of the epicenter is calculated and the user’s definition

8
https://unstats.un.org/unsd/methods/m49/m49regin.htm
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of the radii of the concentric circles around the epicenter are used to infer the
impact of the earthquake.

The following sections explain the features of our tool based on the Visual
Analytics Mantra “Analyse First – Show the Important – Zoom, Filter and Anal-
yse Further – Details on Demand” [4]. We shortly describe how the visualization
tool can be used to browse through the analyzed data (Show the Important –
Zoom Filter and Analyse Further), and how details of analyzed UGTCs could
be accessed. The setup of the system and the processing of UGTCs is explained
in Section 5.

4.1 Interactive Maps for Visualization

We use Leaflet9, which is an open source javascript library for interactive maps,
for the visualization of results using the defined hierarchical layers. Figure 1
shows the main interface for the analysis of collected UGTCs.

Fig. 1. Using Leaflet and a hierarchical tree to visualize the geographic correlation of
UGTCs on interactive maps. (See for tools and data: Leaflet, OpenStreetMap, and
NaturalEarth)

On the top of the tool, the user can choose the appropriate level for the
analysis. In the example presented in Figure 1, the user is analyzing the sec-
ondary level, which comprises the countries China and Turkey. Furthermore,
the user has opened the category China in the tree on the right side, which
centers China’s geometry on the map. China’s category shows two identified

9
http://leafletjs.com
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UGTCs, which where classified into one of China’s provinces, i.e., Gansu. How
many UGTCs where detected in an area is displayed in brackets beneath after
the name of the region of interest. Zooming into one of the provinces of China
could be done by either opening the respective category or by double clicking
onto the specific area on the map. In the case that a high number of UGTCs re-
garding defined topics, e.g. crisis, bomb, etc., for an area is detected, the specific
area and every superordinate area is colored red. To specify “high”, users may
define a threshold value of number of UGTCs detected. Moreover, in order to
minimize the e↵ort to assess single UGTCs, only the most relevant UGTCs (see
Section 5) are presented to the user. The time-frame, which could be used to
retrieve relevant UGTCs can be manually adjusted.

When zooming into an area of the lowest level of the defined layers, the vector
overlay will be transparent and UGTCs that have a location tag are shown on
the map as markers, as shown in Figure 2.

Fig. 2. Highlighting of detected UGTCs with location tags in the lowest hierarchical
level. (See for tools and data: Leaflet, OpenStreetMap, and NaturalEarth)

4.2 Details on Demand

In our first prototype, we use timestamps of retrieval and the actual timestamp of
exemplary messages, the content of exemplary messages, topical and geospatial
tags, as well as information about the preprocessed information of the UGTC.
Our system pre-classifies UGTCs based on a keyword analysis and assigns an
indicator which is reflecting the relevance of each UGTC, as explained in Section
5. However, the classification of text content is a non-trivial task and a complete
accuracy is almost not possible, therefore users should be able to manually assess
detected incidents and correct possible misclassification. Hence, our interactive
interface allows to open detail-sites when clicking onto a link of a incident that
is displayed in the tree structure on the right side, in which the user can quickly
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assess the relevance of a message, edit its tags, and link further online resources.
Semantic annotations allow to explore further details by following the links.

5 Implementation and Architecture

In this section, we present our framework for geospatial assessment of UGTCs.
For our first prototype, we implemented a Web application for the processing of
collected microblogs and visualization of results, its architecture is illustrated in
Figure 3.

Fig. 3. Architecture

In the following, we will showcase the process using an exemplary fictive
microblog message: “The earth is shaking - earthquake in Gansu”.

UGTC Processor Our system is designed that it can be connected to various
data sources, including microblogs and RSS feeds. The UGTC processor is de-
signed to collect UGTCs from online sources or import datasets to search based
on topical and geospatial keywords for relevant UGTCs. At the time this paper
was written, we have tested our system based on an imported historic dataset.
The keywords should be initially defined according to the domain of the sys-
tem in order to restrict the input of UGTCs to the system. Enterprises with
globally dispersed critical infrastructure could define keywords for the names of
establishments and critical facilities (i.e. topical keywords) as well as all related
names of areas corresponding to the facilities (i.e. geospatial keywords). In more
generic use cases, the users should define keywords such as crisis, earthquake
and thunderstorm. In our example message, we detected the following keywords:
earthquake and Gansu.

Geospatial Processor. Geospatial keywords and hierarchical dependencies can
be inferred from the GeoNames API10. GeoNames provides a huge amount of
geospatial features, however, the location of many areas is often just provided
as a single point, since the boundaries are not yet available for every record.

10
http://www.geonames.org/export/ws-overview.html

50



Geospatial Situation Awareness Using Hierarchical Granularity Levels 9

Furthermore, the hierarchies of queried areas are not customizable and must be
mapped to self defined hierarchies to allow customized comparisons.

The hierarchical geospatial structure for the prototype is based on continen-
tal and administrative boundaries, where we used the following taxonomy as
mentioned in Section 4: World 7! continental regions 7! geographic sub-regions
(e.g., Eastern Africa) 7! Countries 7! country-specific regions. We identified
the datasets provided by NaturalEarth11 as the most appropriate dataset for
the visualization, since the data layers are preprocessed and provide consistent
geographic shapes which lineworks are independent from other shapes, e.g. coun-
tries that share one line as a boundary. For countries and their regions we used
the large scale data (1:10m) and directly exported the vector data in GeoJSON
format by using the open source tool Quantum GIS12. For the world-wide and
continental layers, and geographic sub-regions, we started from the dataset for
administrative level one and merged the country-specific features into the ap-
propriate structure. For each of the extracted areas, we added GeoJSON prop-
erties to designate the hierarchical type of the layer and the part-of relation
of the respective area. Each layer and feature is enriched with the geospatial
features, names and alternative names retrieved from GeoNames. The hierarchi-
cal geospatial database for our first prototype implementation is based upon a
NoSQL database to store vectorial features in GeoJSON13 format.

Each UGTC that is passed on from the UGTC Processor is processed ac-
cording to the hierarchical information stored in the databases. Our first pro-
totype supports geospatial keyword analysis for the content of a UGTC as well
as geospatial queries such as “is this point in this polygon” for possible location
metadata information of the UGTC. If the UGTC is classified based on the lo-
cation information, then it is assigned to the feature of the lowest level of the
hierarchical layers. If the UGTC contains a geographical keyword of the layers,
then it is assigned to the specific feature. Since the fictional microblog message
encompasses no explicit location tag, it is assigned to the feature that relates to
“Gansu”.

Mapping and Enrichment of Microblogs. Once a UGTC is detected from the
geospatial processor and preclassified according to the identified feature, it is
mapped to our RDF schema and stored in a triple store. To allow queries and
aggregation functions on the stored set of UGTCs, we map each UGTC into
a semantic model. We link the UGTC to the geospatial feature of interest by
using a feature tag. The term location tag is used to refer to explicit GPS
information in the meta data of the UGTC if available. Identified topical and
geospatial keywords are annotated as tags, as well as location and temporal tags
of UGTC are added as annotations. For the annotation we used the geonames14

and dcterms15 vocabularies. The following triples show an excerpt of the tags

11
http://www.naturalearthdata.com/

12
http://www.qgis.org/en/site/

13
http://geojson.org/

14
http://www.geonames.org/ontology/documentation.html

15
http://dublincore.org/documents/dcmi-terms
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used to annotate our exemplary microblog (we simplified it for presentation by
linking geonames’ RDF resource for Gansu and one entry for dcterms).

@prefix geovis: <http://environmental.tuwien.ac.at/geovis/1.0/> .

<http://environmental.tuwien.ac.at/geovis/1.0/id12938572552353>

<http://purl.org/dc/terms/created> "2014-04-23 2:11:02" ;

geovis:relatesToGeoNames <http://sws.geonames.org/1810676/about.rdf ;

geovis:feature "feature8984762834456" ;

geovis:tag "earthquake" ;

geovis:geo-tag "Gansu" ;

geovis:relevance 0.4 .

Moreover, we added a relevance tag which is calculated as follows: Each topi-
cal tag is assigned a relevance factor between 0 and 1. Assume that a UGTC has
the topical tags: tkw1, . . . , tkwn

. Each topical tag can be mapped to a relevance
factor (rel(tkw

i

), defined according of the domain of the enterprise. The maxi-
mum of these relevance factors is then multiplied by a location factor (f

loc

), as
shown in equation (1). We explain this process below.

UGTC

relevance

= f

loc

⇥max{rel(tkw0), . . . , rel(tkwn

)} (1)

First we calculate the maximum of the relevance factors of the respective tags.
In addition, �

locTag

denotes the boolean decision whether there is a location tag
in this specific UGTC. In the second step, it is analyzed where the UGTC orig-
inates. If the UGTC was annotated with a location tag that is within one of the
the lowest level of the regions of interest, then its values obtained by the previous
maximum calculation is multiplied by 1. When the UGTC contains geospatial
keywords referring to the region of interest, however the location tag indicates
that it originates from another location, it is multiplied by 0.3. If the UGTC does
not contain a location tag, it is multiplied by 0.5, since it is not clear whether the
UGTC originates from one of the regions of interest. In our example microblog,
the relevance would be calculated as follows: max(rel(“earthquake”)) = 0.8 and
f

loc

= 0.5, which results in the relevance indicator 0.4. The described semantic
model is still in an early stage, however it provides the basic links to the funda-
mental information for the assessment. Future extensions and links between the
UGTCs could provide useful information in the assessment of the UGTC and
aggregated results.

We believe that the usage of the maximum function is justified, because
it allows the direct translation of the modeled relevance factors as the most
important contributing element, as we assume that the topical keywords with
the highest relevance has the highest impact. This is in accordance with the
informal understanding, that the most severe element is the major contributor
to its impact. We would like to note that the assessment of these values is
out of the scope of this paper, since we are focussing on presenting a coherent
visualization tool.

Controller. The controller is responsible for the processing of queries. The system
allows to request the defined hierarchical layers and their assigned features. The
request for a specific layer of interest is accomplished by the following steps:
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First, the features of the layers are loaded that are displayed as overlays on the
map. Second, for each feature of the layer all UGTCs are retrieved that were
assigned as relevant to the feature. Subsequently, all UGTCs of all lower levels
are retrieved. To limit the amount of results, the user has the option to specify
the timeframe, the minimum of the calculated relevance, and specific topical
keywords. The user can further explore the details of a UGTC by requesting the
stored information and the enriched tags as well as he has the option to update
the information and link the UGTC to further online resources.

6 Conclusion and Future Work

Enterprises and emergency response teams can make use of user-generated data
to monitor events impacting critical infrastructures and, in case of crises, quickly
assess resulting impacts to be able to decide about appropriate measures. In
existing research, little focus has been onto the visualization and user-interaction
in such systems for event-detection and the assessment of impact. We developed
a tool for the visualization of geospatial impacts, which allows to analyze and
assess impacts on di↵erent abstraction layers using geospatial hierarchical layers
and enables therefore more intuitive and more user-specific representations.

This work presents a first approach of mapping UGTCs onto di↵erent hier-
archical visualization layers. For future work we want to extend our prototype
to a completely generic framework with comprehensive vocabulary for the hier-
archical layer for visualization as well as the annotation of collected data. This
would allow to set up such a system in a generic way and share and reuse infor-
mation processed from the system. Moreover, we identified the following major
aspects that allow further improvements. First, during the manual assessment
of UGTCs supported by the hierarchical visualization layers, possible links
between identified topics and contents could be identified and integrated into
the data set. This semantically enriched data could be shared between domains
and significantly improve the analysis and future decision-making in critical sit-
uations. Second, the recognition of geographical references could be improved
by applying more sophisticated approaches in information retrieval. This could,
among others, include the exploration of machine learning or the usage of fur-
ther geographical attributes provided. Third, the presented visualization could
be advanced by including additional attributes of analyzed feeds or by seam-
lessly adjusting polygons to di↵erent projections. Finally, the relevance calcula-
tion could be derived in a more sophisticated way including spatial features. All
these adjustments could enhance the approach presented to a more sophisticated
tool that would be applicable in multiple domains.
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Abstract. We describe an existing multilingual information extraction system
that automatically detects event information on disasters, conflicts and health
threats in near-real time from a continuous flow of on-line news articles. We illus-
trate a number of strategies for customizing the system to process social media
texts such as Twitter messages, which are currently seen as a crucial source of
information for crisis management applications. On one hand, we explore the
mapping of our domain model with standard ontologies in the field. On the other
hand, we show how the language resources of such a system can be built, start-
ing from an existing domain ontology and a text corpus, by deploying a semi-
supervised method for ontology lexicalization. As a result, event detection is
turned up into an ontology population process, where crowdsourced content is
automatically augmented with a shared structured representation, in accordance
with the Linked Open Data principles.

1 Introduction

Monitoring of open source data, such as news media, blogs or micro-blogging services,
is being considered worldwide by various security agencies and humanitarian organiza-
tions as an effective contribution to early detection and situation tracking of crisis and
mass emergencies. In particular, several techniques from text mining, machine learning
and computational linguistics are applied to user-generated (“crowdsourced”) content,
to help intelligence experts to manage the overflow of information transmitted through
the Internet, extract valuable, structured and actionable knowledge and increase their
situation awareness in disaster management[3].

A massive amount of messages on social media platforms such as Twitter, Face-
book, Ushahidi etc. are generated immediately after and during large disasters for ex-
change of real-time information about situation developments, by people on the affected
areas.The main added value of this content is that: a. it is nearly real-time, and typically
faster than mainstream news; b. it potentially contains fine-grained, factoid information
on the situation on the field, far more densely distributed geographically than official
channels from crisis management organizations. Nonetheless, there are several prob-
lems that hinder social media content to unfold its full potential for real-world applica-
tions.First, content is massive, containing a high rate of information duplication, partly
due to several people reporting about the same fact, partly due to platform-specific
content-linking practices, such as re-tweeting. Secondly, while social media messages
can be generated with a certain amount of platform-specific metadata (such as time,



geocoding and hashtags) a crucial part of their content is still encoded in natural lan-
guage text1.

Both issues raise from the same general problem that crowdsourced content is un-
structured and lacks interpretation with respect to a shared conceptualization of the do-
main, so that it cannot be integrated with knowledge bases from humanitarian agency
information systems and thus be converted into actionable knowledge. This issue clearly
emerged in a survey with disaster management experts active on the field right after the
2010 Haiti earthquake, where Twitter users produced a significant amount of reports,
which were though underexploited because of the lack of semantic integration with ex-
isting information systems [3].One solution that has been explored consists in providing
the users with tools for structuring their content “on the fly”, for example by engaging
a layer of domain experts in encoding unstructured observations into RDF triples by
using the Ushahidi platform ([27]). We propose instead a general architecture for aug-
menting unstructured user contributions with structured data that are automatically ex-
tracted from the same user-generated content. The overall method is top-down.We then
apply a semi-supervised method for the lexicalization of the target ontology classes
and properties from text [1]. The method learns a mapping from classes of linguistic
constructions, such as noun and verb phrases, to semantic classes and event patterns,
respectively. Then, with a relatively limited human intervention, such constructions can
be linearly combined into finite-state grammars for detection of event reports. Finally,
we run the output grammar on crowdsourced content and populate the target ontology
with structured information from that content, by deploying an instance of the event
detection engine tuned to the social media streams.

As the ontology lexicalization method is language and domain independent, the
proposed architecture is highly portable across languages, including for instance the
il-formed ones used in social media platforms.

Next section is devoted to related work. Section 3 outlines the architecture of event
extraction from news text and describe its implicit domain model. Section 3 proceeds
by describing the ontology lexicalization algorithms. Section 5 shows how the result-
ing ontologies can be populated from user-generated content by information extraction
techniques. We conclude by exploring open issues and future developments of the pro-
posed architecture.

2 Related Work

Event detection and tracking in social media has gained increased attention in last years
and many approaches have been proposed, to overcome the information overload in
emergency management for large scale events, and to increase sensitivity of small case
incident monitoring ([20], [17],[29]). Different approaches vary with respect to the level
of analysis they perform on crowdsourced content and the amount of structure they
extract. This ranges from taking tweets as simple “sensor reading”, associated with a

1 The equally important issue of the confidence and trust of user-generated content, and the
specific techniques for content validation which can be deployed to cope with it, are out of the
scope of this paper.
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time and location, of a target earthquake ([18]), to deriving RDF triples posts for content
merging ([19]).

Many studies have explored the use of ontologies for enhancing semantic interop-
erability in various domains of interest for the crisis management professionals (e.g.
spatial data and GIS, [21]). Nonetheless, a comprehensive standard ontology encom-
passing all those subject areas does not exist, while different sub-ontologies cover criti-
cal subject areas (such as Resource, Damage, Disaster) (see [6] for a survey). This poses
an issue of ontology mapping and integration for a crisis response information system
which would like to make use of Linked Open Data for its data sharing.

Methods for ontology learning and population have been explored in recent years
both within the Natural Language Processing community and in the Knowledge Repre-
sentation field (see [22] and [23] for an overview). Strongly related to our work is the
concept learning algorithm described in [24], which finds concepts as sets of semanti-
cally similar words by using distributional clustering.

Finally, there are many approaches for text mining from Twitter data ([25]). Rele-
vant to our approach are the methods for automatic event detection from Twitter like the
one described in [26]. However, in contrast to the already existing approaches, we per-
form structured event extraction from the tweets rather than only event detection-based
tweet classification.

3 Event Extraction Architecture

We have created a multilingual event extraction engine NEXUS for global news mon-
itoring of security threats, mass emergencies and disease outbreaks [9]. The system is
part of the Europe Media Monitor family of applications (EMM) [8], a multilingual
news gathering and analysis system which gathers an average of 175,000 online news
articles per day in up to 75 languages, taken by a manually selected set of mainstream
newspapers and news portals. NEXUS builds upon the output of EMM modules and
identifies violent events, man-made and natural disasters and humanitarian crises from
news reports. It then fills an event type-specific template like the one depicted in Figure
1, including fields for number and description of dead, injured, kidnapped and displaced
people, descriptions of event perpetrators, event time and location, used weapons, etc.

Nexus can work in two alternative modes, cluster-based and on single articles. In
the latter the full article text is analysed. In the former, we process only the title and the
first three sentences, where the main facts are typically summarized in simple syntax
according to the so-called “inverted pyramid” style of news reports. 2.

Figure 2 sketches the entire event extraction processing chain, in cluster-based
mode.

First, news article are scanned by EMM modules in order to identify and enrich
the text representation with meta-data such as entities and locations, that are typically

2 This is feasible without significant loss in coverage as the news clusters contain reports from
different news sources about the same fact, so that this redundancy mitigates the impact on sys-
tem performance of linguistic phenomena which are hard to tackle, such as anaphora, ellipsis
and long distance dependencies.
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Fig. 1. The output structure of the
event extraction system
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Fig. 2. Event extraction processing chain

separate from the ones deployed in the event extraction process proper. Next the arti-
cles are clustered and then geo-located according to extracted meta-data. Each article in
the cluster is then linguistically preprocessed by performing fine-grained tokenization,
sentence splitting, domain-specific dictionary look-up (i.e. matching of key terms indi-
cating numbers, quantifiers, person titles, unnamed person groups like “civilians”, “po-
licemen” and “Shiite”), and finally morphological analysis, simply consisting of lexicon
look-up on large domain-independent morphological dictionaries. The aforementioned
tasks are accomplished by CORLEONE (Core Linguistic Entity Online Extraction), our
in-house core linguistic engine.

Subsequently, a multi-layer cascade of finite-state extraction grammars in the Ex-
PRESS formalism [12] is applied on such more abstract representation of the article
text, in order to: a) identify entity referring phrases, such as persons, person groups, or-
ganizations, weapons etc. b) assign them to event specific roles by linear combination
with event triggering surface patterns. For example, in the text “Iraqi policemen shot
dead an alleged suicide bomber” the grammar should extract the phrase “Iraqi police-
men” and assign to it the semantic role Perpetrator, while the phrase “alleged suicide
bomber” should be extracted as Dead.

We use a lexicon of 1/2-slot surface patterns of the form:

<DEAD[Per]> was shot by <PERP>
<KIDNAP[Per]> has been taken hostage

where each slot position is assigned an event-specific semantic role and includes a type
restriction (e.g. Person) on the entity which may fill the slot. ExPRESS grammar rules
are pattern-action rules where the left-hand side (LHS) is a regular expression over Flat



Feature Structure (FFS) and the right-hand side (RHS) consists of a list of FFS, which
is returned in case the LHS pattern is matched. See Section 5 for a sample rule.

The systems includes an event type classification module consisting of a blend of
keyword matching, event role detection and a set of rules controlling their interaction.
First, for each event type, we deploy: a) a list of weighted regular expression keyword
patterns, allowing multiple tokens and wild cards b) a set of boolean pattern combina-
tions: OR pattern lists are combined by the AND operator, each pattern is a restricted
regular expression and conjunctions are restricted by proximity constraints.

As contradictory information on the same event may occur at the cluster level, a last
processing step in the cluster-based mode consists of cross-article cluster-level infor-
mation fusion: that is, the system aggregates and validate information extracted locally
from each single article in the same cluster, such as entity role assignment, victim counts
and event type.

The system architecture is highly customizable across languages and domains, by
making use of simple local parsing grammars for semantic entities, backed by a num-
ber of lexical resources learned by semi-supervised machine learning methods [11].
Currently instances are in place for English, French, Italian, Spanish, Portuguese, Ro-
manian, Bulgarian, Czeck, Turkish, Russian and Arabic language. The live event extrac-
tion results are freely accessible online for anybody to use, both in text form (http://
emm.newsbrief.eu/NewsBrief/eventedition/all/latest.html) and
displayed on a map (http://emm.newsbrief.eu/geo?format=html&type=
event&language=all).

While extracted data are not delivered by the system in any Linked Data standard, a
fine-grained categorization of domain entities and relations is implicitly used through-
out the extraction process. An ontology representation of the domain model shared by
the different instances of Nexus engine is illustrated in Figure 3.

As it can be seen, currently the system is profiled to model crisis event occurrence,
rather than emergency tracking and relief operations. However, we experimented with
a statistical method for building semi-automatically the core resources of an event ex-
traction engine for a given language, starting from a pre-existing ontology and a text
corpus.

4 Ontology Lexicalization Method

The general schema of our method is outlined here (see [1] for more details). Given a
set of classes and properties from an event ontology:

1. we learn terms which refer to ontology classes by using a multilingual semantic
class learning algorithm. These classes typically represent event-related entities,
such as Building and EmergencyCrew.

2. we learn pre-and post-modifiers for the event-related entities in order to recognize
entire phrases describing these entities. We do not give details on this part here (see
[1]).

3. we learn surface event-triggering patterns for the properties relating ontology classes.
As an example, the pattern [BUILDING] was destroyed instantiate the property in-
volvesBuilding relating the event class BuildingDamage to a Building entity.
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Fig. 3. Ontology representation of the Event Extraction system domain model.

4. Using the lexical classes and patterns learned in steps 1, 2 and 3, we create a finite-
state grammar to detect event reports and extract the entities participating in the
reported events, using the text processing modules and grammar engine described
in Section 3.

4.1 Semantic Class Learning Algorithm

The algorithm we describe here accepts as input a list of small seed sets of terms, one for
each semantic class under consideration in addition to an unannotated text corpus. Then,
it learns additional terms that are likely to belong to each of the input semantic classes.
As an example for English language, starting with two semantic classes Building and
Vehicle, and providing the seed term set home, house, houses and shop, and the seed
term set bus, train and truck, respectively, the algorithm will return extended classes
which contain additional terms like cottage, mosque, property, for Building and taxi,



lorry, minibus, boat for Vehicle. The semantic class learning algorithm looks like the
following:

input : OriginalSeedSets- a set of seed sets of words for each considered
class; Corpus- non-annotated text corpus; NumberIterations-
number of the bootstrapping iterations

output : Expanded semantic classes

CurrentSets OriginalSeedSets;
for i 1 to NumberIterations do

CurrentSets SeedSetExpansion(CurrentSets, Corpus) ;
CurrentSets ClusterBasedTermSelection(CurrentSets,
OriginalSeedSets, Corpus) ;

end
return CurrentSets
It makes use of two sub-algorithms for: (a) Seed set expansion; (b) Cluster-based

term selection.
The seed set expansion learns new terms which have similar distributional features

to the words in the seed set. It consists of two steps: (a)Finding contextual features
where, for each semantic class ci, we consider as a contextual feature each uni-gram
or bi-gram n that co-occurs at least 3 times in the corpus with any of its seed terms
seed(ci) and that is not composed only of stop words (we have co-occurrence only
when n is adjacent to a seed term on the left or on the right); (b) Extracting new terms
which co-occur with the extracted contextual features. In other terms, we take for each
category the top scored features and merge them into a contextual-feature pool, which
constitutes a semantic space where the categories are represented, and represent each
term t as a vector vcontext(t) in the space of contextual features. Then we score the
relevance of a candidate term t for a category c by using the projection of the term
vector on the category vector.

The presented algorithm is semi-supervised ([16]) and in order to improve its pre-
cision we introduce a second term selection procedure: the learned terms and the seed
terms are clustered, based on their distributional similarity; then, we consider only the
terms which appear in a cluster, where at least one seed term is present. We call these
clusters good clusters. The increased precision introduced by the cluster-based term
selection allows for introducing bootstrapping in our process, which otherwise is typi-
cally affected by the problem of error propagation across iterations (so called “semantic
drifting”).

4.2 Learning of Patterns

The pattern learning algorithm acquires in a weakly supervised manner a list of pat-
terns which describe certain actions or situations. We use these patterns to detect event
reports.

Each pattern looks like the ones shown in Section 3. For example, the pattern dam-
aged a [BUILDING] will match phrases like damaged a house and damaged a primary
school.
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The algorithm accepts as its input: (a) A list of action words, e.g. damaged, dam-
aging, etc. (b) a representation of the semantic category for the slot as a term list, e.g.
house, town hall, etc. (c) an unannotated text corpus. It then returns a list of additional
patterns like [BUILDING] was destroyed.

The main idea of the algorithm is to find patterns which are semantically related
to the action, specified through the input set of action words and at the same time will
co-occur with words which belong to the semantic class of the slot. It consists of three
steps (see [1]):

1. find terms similar to the list of action words, e.g. destroyed, inflicted damage, using
the semantic class expansion algorithm above;

2. learn pattern candidates which co-occur with the slot semantic category (e.g. Build-
ing), using the contextual feature extraction sub-algorithm. Each contextual feature
of the slot class is considered a candidate pattern.

3. select only candidate patterns which contain terms similar to the action words (dis-
covered in the first step). In this way, only contextual patterns like inflicted damage
on a [BUILDING] will be left.

The algorithms presented here make use of no language analysis or domain knowl-
edge, consequently they are applicable across languages and domains. In particular,
this makes our method potentially applicable to the ill-formed language used in Twitter
and other social media, provided that a relatively large text corpus is available.

5 Populating Disaster Management Ontologies

Once the lexicalization of an ontology has been carried out in a target language, we can
apply part of the event extraction infrastructure described in Section 3 to populate that
ontology from text streams. In [1] we report about an evaluation on populating a micro-
ontology for disaster management with instances of events extracted from a stream of
tweets published during several big tropical storms, in English and Spanish language.
The ontology structure is shown in Figure 4

Fig. 4. The micro ontology used for the experiment

Each object from the sub-types of Event, namely BuildingDamage, InterruptionOfC-
ityService, RestaurationOfCityService and DeploymentOfEmergencyCrew, is related to
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exactly one object from a sub-class of ParticipatingEntity via has-a-participant rela-
tion. Consequently, the detection of an event report can be done by detecting an action
or situation with one participant. Event detection was performed by devising a sim-
ple two-level grammar cascade, whose rules combine semantic classes, patterns and
modifiers learned with the previously described algorithms. Namely, it detects at the
first level event participant entities: then, it combines them with event patterns to detect
event-specific actions or situation, by rules like the one in Figure 5: where the boolean

event_rule :> ( leftPattern & [CLASS:"A"]
participatingEntity & [CLASS:"C", SURFACE:#surf] )

-> event & [CLASS:"A", PARTICIPANT:#surf ]
& PossibleSlotFor(A,C).

Fig. 5. Rule schema for single participant event detection.

operator PossibleSlotFor(A) returns a list of all possible sub-classes of Participatin-
gEntity which may fill the slots of a pattern of class A. As an example, when matching
an BuildingDamage pattern followed by a Building entity expression on a tweet like

@beerman1991 yeah...i mean, there was thatb neighborhood
in queens where like, 70 houses burned down during #sandy

this rule will populate the micro-ontology with an instance of the BuildingDamage
event class and an instance of Building class, and relate them through an instance of
has-a-participant property.

On an evaluation performed on a mixed-language English and Spanish corpus of
270,000 tweets, this method proved accurate in extracting events (87% and 95% for
English and Spanish, respectively), while recall on a small test set turned up to be very
low (23% and 15%). This seems to be due to missing action/situation patterns and to
the finite-state grammars not being able to parse pattern-entity combination.

We plan to tackle the current limitation by deploying the ontology-derived grammar
within the full-fledged event extraction infrastructure outlined in Section 3, where bag-
of-words methods would be put into place, parallel to strict grammar matching, for the
instantiation of event type entities and the extraction of participant entities.

To this end, we sketch a general strategy to map the current event extraction en-
gine to the information structure of existing ontologies for Crisis Management. First,
we manually map the implicit data model outlined in Section 3 with domain ontologies
such as MOAC (http://observedchange.com/moac/ns#) or HXL (http:
//hxl.humanitarianresponse.info/ns/) and IDEA (Integrated Data for
Events Analysis, see http://vranet.com/IDEA.aspx). We believe that, by do-
ing this, we would increase the usefulness of our system output, both for human users
working in the field of crisis management or conflict resolution and for services making
use of Linked Open Data resources. In some cases, a one-to-one mapping already ex-
ists, as for instance between the hxl:PopulationGroup and nexus:PersonGroup classes,
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or between moac:Floods and nexus:Floods. In other cases, our ontology event type en-
tities constitute an application of the more generic hxl:Incident entity.

Then, we add the missing, emergency-related sub-ontologies, encompassing classes
like moac:InfrastructureDamage, moac:ContaminatedWater and moac:PowerOutag and
we customize the system to detect events from them, via the method described in the
previous section. Figure 6 illustrates the whole process:

Fig. 6. A general schema for customizing the ontology-based event extraction engine.

6 Summary and Future Work

We outlined a procedure for mapping the domain model of an existing event extrac-
tion engine to larger scope ontologies for Crisis Management, in order to perform
ontology-based event detection on social media streams. While the core of the proce-
dure is a language-independent ontology lexicalization method that proved promising
in supporting text mining from social media, processing of such sources remains chal-
lenging because: (a) potentially relevant messages have to be filtered from the large
amount of user messages and (b) the usage of ill-formed text in social media messages
(lower-casing names, omitting diacritics, doubling letters for stress etc.) reduces the
information extraction recall and accuracy of automatic systems. We partially address
(a) by generating a keyword-based query to retrieve event-related tweets starting from
the text of a news cluster about that event ([28]). This will only be applicable though
to large events which make to news clusters, while for the small scale incidents typi-
cally targeted for emergency tracking some methods for message duplication detection,
clustering and merging appear necessary. (b) is currently addressed by deploying a pre-
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processing layer for tweet language normalisation ([13]) but work is still to be done in
this direction.

Finally, as a prospective evaluation exercise, we plan to use a test corpus of around
18000 SMS messages (manually translated into English) collected by the Ushahidi plat-
form, in the context of the Mission 4636 relief project, soon after the Haiti 2010 earth-
quake. We are currently searching for some validation event data from that context for
measuring the extractive performance of our system.
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Abstract. The prevalence of Social Media in sharing day to day in-
formation regarding all aspects of our life is ever increasing. More so,
with access to cheap Internet-enabled devices and proliferation of So-
cial Media applications. Among the variety of information shared, the
most relevant, in the context of this paper is how individuals assess their
surroundings and how they or their loved ones are a↵ected by adverse
events, disasters and crises. Traditional channels of communication often
fall behind in providing timely information for emergency responders to
formulate an accurate picture of the situation on the ground. The role
of Social Media in complimenting such sources of information is thus
invaluable and Social Media has been recognised as a key element of
assessing evolving situations. Timely, accurate and e�cient means to ex-
plore and query Social Media is essential for an e↵ective response during
emergencies, and hence this gives rise to a Knowledge Management issue.
Our paper presents our approach to analysing Real-Time Social Media
data streams using Visual Analytic techniques. We discuss the highly
visual and interactive approach we employ to provide emergency respon-
ders means to access data of interest, supporting di↵erent information
seeking paradigms.

Keywords: Social Media, Emergency Response, Visual Analytics

1 Introduction

The challenge of gathering a good understanding of large volumes of Social Me-
dia data streams is a significant one. The nature of Social Media itself, being
highly dynamic, multi-lingual, geographically distributed, and highly relevant
to the short-term zeitgeist poses enormous challenges. Additionally, the highly
repetitive and noisy nature of Social Media also adds significant challenges to
analysis e↵orts. In spite of these challenges, the potential of Social Media is im-
mense and has been recognised as significant in Emergency Response by various
organisations. Social Media empowers analysts with better means to understand
public perception of events and situations on the ground as well as facilitating
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decision making processes for planning rescue operations12 [20, 31]. The Emer-
gency Response domain, owing to the need for the e�cient delivery of critical
information for decision makers, requires the assimilation, analysis and visuali-
sation of Real-Time information. How such information can be presented to end
users is a significant research challenge, as evolving situations require means to
ensure the dynamicity of information is communicated. Social Media is multi-
dimensional and hence, the information delivered to users must be communicated
in a multi-faceted paradigm.

The goal of our research is to facilitate exploration of large volumes of Social
Media information for gathering a very quick understanding of a situation at
hand. It is important to note that this paper discusses events and situations
from a broader perspective – events refer to anything that occurs3 that is of
interest to an analyst, while situations relate to the conditions and state of
a↵airs (including events that occur to shape situations). To this end, we have
developed a system, TUI (Tracking User Intelligence) [13] that exploits various
visualisations and employs di↵erent interaction paradigms and approaches to
help users improve their Situation Awareness [11,32] by exploring various facets
of Social Media. The context of our paper is all types of emergencies (major and
minor) and events, but the e↵ectiveness of our solution depends on the volume
of Social Media generated. For example, low scale events such as small accidents
in less populated areas would generate less interest, and hence, minimal Social
Media posts. Our system also explores how users can have access to information
based on temporal windows and can observe the evolution of events.

This paper is structured as follows: the next section describes related work.
Section 3 presents an overview of the TUI interface. Section 4 describes how var-
ious types of information needs are addressed by elements within the framework,
and how they are relevant to Emergency Response. Section 5 briefly discusses
several field studies we conducted in real world examples and we conclude the
paper with lessons learned and a discussion of future work.

2 Related Work

We present related work in two areas: Situational awareness and Visual Ana-
lytics. Situational Awareness in emergencies is paramount to deliver a timely
and e↵ective response [9]. To achieve e↵ective Situational Awareness, emergency
services must collate information from multiple sources and use it to build an
understanding of the current situation and how this may evolve over time [11].
Leveraging data from citizens to build a form of collective intelligence [26], dur-
ing emergencies or for security purposes, is becoming a vital resource for Situa-
tion Awareness [22]. During the 2007 southern California wildfires, two bulletin
boards were set up to facilitate the exchange of information between citizens

1
http://www.unocha.org/top-stories/all-stories/

disaster-relief-20-future-information-sharing-humanitarian-emergencies

2
http://www.unocha.org/hina

3
http://www.complexevents.com/2011/08/23/event-processing-glossary-version-2-0/
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and authorities [24]. A later analysis of Twitter postings during the 2009 Red
River flooding [27] indicated that the service was being used by citizens and
communities to collate and propagate information in a concise and responsive
manner. Several systems have been developed to support citizen participation
during emergencies that either directly foster data from citizens through custom
apps [19] or analyse public data stream to extract real-time knowledge [2,29,30].
Existing techniques for searching Social Media involve exploiting entity-based
semantic features [28]; entity mentions, hashtags, URLs and metadata [17]; and
entity annotations coupled with user models for personalised searches [1]. Rec-
ommendations and filtering systems are used to help users reduce information
overload, i.e. recommending links that users may find interesting; using dynamic
semantic models of user interests [2]; recommending posts and friends based on
categories [10, 21].

Visual Analytic techniques have been proposed to represent and filter Social
Media at di↵erent levels of specificity [15] [4] and to convey information evolu-
tion in the crisis management domain [23]. When visualising large scale Social
Media data, Visual Analytics is mainly used to provide high level overviews. [14]
explores information regarding Social Media campaigns, [23] uses Twitter to un-
derstand the progression of earthquakes and [33] explores trends in emergency
medicine. While these systems manage to e�ciently display the chosen informa-
tion, they are limited in the amount of data displayed. Systems with a broader
focus try to capture the properties of generic data, allowing users to filter the
data to items of interest. [15] for example, is a system for visualising and sum-
marising events on Twitter. [8] allows users to explore Real-Time data streams
relating to a given keyword. [3] is a system that improves Situation Awareness
during small-scale crisis response, such as factory fires or music festivals by fo-
cussing on geotagged tweets and employing classification algorithms to identify
messages relevant to specific events. Whilst most Social Media visualisation ap-
proaches rely on geographical and temporal features such as [18], some systems
are starting to exploit the semantic of the data to enhance the visualisations.
Examples of such systems are [6, 12, 15]. [15] uses features such as sentiment
and link popularity to geographically plot the data. [12] uses features such as
sentiment to create news flow diagrams that analyses the evolution of keywords
and sentiments over time. [5] also focuses on interactive colour-coded timeline
displays. [6] cluster groups of users and their evolution over time for a particular
topic.

3 Tracking User Intelligence – An Overview

We designed our solution centering to the di↵erent modes of Information Seeking
proposed by Bates [7]. Figure 2 presents the four modes: Searching, Monitoring,
Browsing and Being Aware.

TUI is a multi visualisation platform that consists of multiple views over
di↵erent facets of Social Media data. Users can interact with the system via
each visualisation widget or a set of generic query elements to define filters. The
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user interface is separated from the backend processing, in order to deliver a
more responsive performance, and hence our solution consists of two independent
solutions. Several interaction paradigms govern how users can interact with the
system, and therefore, provides multiple ways of engaging with the data. While
being founded on the four information seeking models of Bates, TUI supports
Schneiderman’s well-known information seeking paradigm “overview first, zoom
and filter, and details on demand” [25].

Fig. 1. A Screenshot of the developed system, Tracking User Intelligence (TUI). Five
main sections can be observed (A: Contextual Information Visualisation; B: Content
Presentation; C: Filters; D: Current Selection/filters; and E: Real Time Updates)

Figure 1 shows the four main components of the TUI interface. The interface
is designed to enable users simultaneously access the most important information
that is relevant to their present session. We enable this by providing a set of
tabs (Section A: Contextual Information Visualisation), each presenting a piece
of contextual information depending on the user’s information need. The tabs
(most relevant ones are discussed in the paper) are as follows: Map View (‘Map’),
Timeline View (‘Timeline’), Graph view (‘Graph’), Chart View (‘Chart’), Trend
View (‘Trend’), Freq View (‘Popular’). Map view provides contextual spatial
information on a geographical map, while timeline provides visual summaries on
a temporal scale. Graph view provides topical information, presented as a graph
of topical relation among Social Media messages, where each topic is visually
encoded based on the number of occurrence, associated collective sentiment or
any other parameter that is decided as appropriate. The type of graph that is
deployed depends on the particular use case, and TUI can select from a set of
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candidate graphs based on the number of topics. For example, a typical node-
link graph can present a lower number of topics, but can provide an easier
way of communicating relational information between co-occurring topics. The
Context and Hierarchy chain [16], on the other hand presents a larger number
of topics along with their hierarchical relations but requires a greater amount of
interactivity to understand co-occurring topics. Chart view provides an overview
of the entire dataset, presented as a series of pie charts. Trend view and Freq view
provide advanced scatterplot visualisations to display which topics are trending
and the most shared Social Media posts. The last two views are hidden from a
typical Emergency Responder’s profile, as they are presently under development
and more investigation is needed into the best possible visualisations. These
contextual tabs address the first part of Schneiderman’s paradigm ’overview
first’.

The Social Media posts section (Section B: Content Presentation) shows the
data instances, where each Social Media post is presented as a snippet, chrono-
logically listed. The display of Social Media posts is designed to address the last
part of Schneiderman’s ‘details-on-demand’ paradigm, where the session of user
exploration dictates the relevant content to be displayed. The central part of
Schneiderman’s paradigm, ‘zoom and filter’ is the final filtering section (Section
C: Filters). The filtering interface provides two functions – visual communication
and overviews, and filtering. This section presents tag clouds of several facets of
the data such as authors, places, type of post (photo, video, audio, link etc.), key-
word or hashtag. Additionally, other interaction mechanisms such as text entry
boxes, sliders, calendar widgets and buttons are presented to users for entering
specific filters (or queries). Overall, interactions within Section A and C result
in defining the context of the user’s information needs and eventually retrieve
the content for Section B. The Real-Time Updates section (Section E) provides
a real-time reflection of the background data collection: this informs the user
that in the time that has passed since the last time the visualisations have been
refreshed, there has been a number of new messages that have been collected.
The user has three choices: ignore the message, view only the new messages,
or view all the data that has been collected. The final component presents the
filters and selections that are active on the present exploration session of the
user. These filters are generated by the user by interacting with visualisations
and interface elements from the Sections A and C. Users can disable each filter
by clicking on the (x) button if required.

4 Supporting Multiple Modes of Information Seeking

Within the scope of Emergency Response, Searching involves directed and ac-
tive information seeking activities, where the user has a very specific information
need, and knows the information exists. For example, an emergency responder
is investigating a situation at hand (such as a flood) and is looking for more in-
formation related to the state of rivers overflowing. Monitoring involves the user
having a specific information need, but is unsure if the information exists and
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hence monitors for relevant information. For example, an emergency responder
is aware that flooding is a regular occurrence in a city, and is monitoring the
condition of the city with a higher than usual predicted rainfall. Browsing, on
the other hand involves the user actively looking for any relevant information,
but in an undirected manner. An example of browsing would be an emergency
responder looking for any occurrence of floods within a large geographical area.
Being aware involves the user being passively looking for relevant information
in an undirected manner. For example, an emergency responder looking for any-
thing which can indicate an incident occurring that might be of interest to be
further investigated.

Fig. 2. Four modes of Information Seeking, proposed by [7]

As explained previously, Schneiderman’s information seeking paradigm was
central to the design of the interface. Bate’s information seeking model provided a
basis for understanding how users may need to search/explore/monitor existing
situations using the system. During initial design phases, Bate’s model along
with interviews and focus groups with emergency responders and practitioners
provided realistic scenarios that can explain what are the information needs of
users at di↵erent stages of an emergency situation. This section presents four
main scenarios that relate to the di↵erent elements of Bate’s model, and how
TUI can be typically used to identify data of interest. It is to be noted that
while all of the aspects of the model requires active searching, the manner in
which the user can trigger the searches and the follow up tasks play a role in
addressing di↵erent types of information needs.

The filters section (Section C) is key to this task, where the user can drill-
down to a set of data instances of interest, based on the information need of the
user. The selection can be done using di↵erent interaction techniques and via a
variety of facets. The variety of facets can be observed on the accordion menu
on the right – three levels of filters are provided to users. Figure 3 describes how
these filters are organised - Content filters, Immediate Context filters and Wider
Context filters. Information that can be easily extracted from the content of the
Social Media posts are referred to Content Filters. The content filters are the
features that are aligned the closest to the Social Media post itself. A minimal
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analysis of the Social Media posts can provide a few more features, which have
been organised into Immediate Context. While some features like Language or
Type can be easily retrieved from the data provider, they may require some basic
analysis to interpret content and infer. The Wider context filters indicate the
features that require a further level of analysis/interpretation/query. Features
such as identifying locations may be easily provided by geolocated posts, but
the process may be considerably more di�cult if there is a need to analyse text
to interpret locations. Information surrounding a post such as the relevant users
(who posted, who replied or who were mentioned) can be retrived by further
queries to the data providers and may require further processing.

Fig. 3. Three levels of filters: Content filters indicate elements that can be quickly
retrieved from the content of the Social Media posts; Immediate Context filters indicate
information that can be inferred from the Social Media posts with minimal analysis;
and Wider Context filters refer to the information that can be derived from the user
who are relevant to the post, or the locations related to the posts.

A combination of filters can be used to identify an initial subset of the data,
and then users can progressively apply further filters to reach the data instances
that are of interest. For example, if the user is interested in the negative/positive
messages that have had a high impact among the users, he/she can make a
combination of selections of emotions/sentiments as well as selection of a high
number of repeated messages. Observing the hashtags or keywords can then
provide a rough summary of the topics of discussions and provide a greater
overview of the situation.

4.1 Searching – Active and Directed

The first, and possibly most relevant to most Semantic Web applications is the
ability to search for existing information, when there is a highly specific infor-
mation need. Within the context of Emergency Response, the need to search for
information, plays a significant role once an incident has been identified. Another
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role searching plays is post-event analysis where all data is searched to under-
stand how an event evolved from di↵erent perspectives. E↵ectively, searching
provides answers to questions that are already known by analysts and to facili-
tate follow-on analyses. In order to perform searching tasks, users simply enter
(or select) an appropriate set of filters and reach the data of interest. Section C
(filtering section) is the most appropriate in this context, as it provides direct
means for users to search. Interactions within Section A (visualisations) also gen-
erate filter queries but such features are more pertinent to browsing activities.
The search terms that are involved in this process are highly dependent on the
evolution of the event as well as the event itself. Hashtags and keywords vary on
how they have propagated within Social Media, and therefore, it is di�cult to
predict which terms would best suit the scenario being investigated. This calls
for the need to monitor situations based on an initial ‘guess’ to encapsulate pos-
sible terms, and then fine-tuning queries to capture and retrieve more relevant
information.

4.2 Monitoring – Passive and Directed

Perhaps most relevant to Emergency Response is the notion of monitoring, where
the analyst needs to monitor an evolving situation, and looks out for information
that may be relevant. This is achievable by setting queries and filters, and dur-
ing standard data exploration via visualisations (Section A) and reading Social
Media content (Section B), users can be updated when new relevant content is
made available after harvesting recent Social Media posts. Once new content is
available that is relevant to the present search criteria, users are communicated
by a clickable label which states ‘X new messages available’. The analyst is faced
with one of three options in such situation: the first being, continue exploration
and ignore the update. This would have no e↵ect on the present exploration,
and the user can proceed with finishing his/her analysis. With more informa-
tion being made available, the notification is updated. This is enabled/disabled
via the dropdown (session type) selection option ‘Static’ (the other options are
‘dynamic’ and ‘batch-update’). The second option the user has is to proceed
with analysing only the new content that has been retrieved. This notes the
time when the previous analysis had started (the time when the last query was
triggered). Selecting ‘batch-update’ from the dropdown enables this option and
the user can then click on the button to view the relevant data instances that
have been recently added. The third option the user has is to proceed analysing
all of the data, with the new instances added to the analysis. This is performed
by selecting ‘static’ and clicking on the click-able label.

The last option is a dynamic monitoring option, which regularly updates with
new posts continually appearing during exploration sessions. This options is the
least used, and hence is presently not encouraged to be used – more work is
needed to understand how continuously evolving data can be presented to users
without causing confusion and loss of analysis e↵ort.
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4.3 Browsing – Active and Undirected

Browsing involves users looking for information as and when their interests
evolve. This is a mode which is also highly relevant to Emergency Response.
Monitoring continuously evolving data, and searching existing data can indicate
interesting events, keywords, or hashtags that might be relevant to improve the
understanding of an evolving situation. In our approach, interactive Visualisa-
tions are key to this: while exploring a relevant dataset, users have the possibility
to add new filtering terms by clicking elements from tag clouds, charts, timelines
or maps. Clicking on sensitive areas of the visualisations immediately triggers
queries, which result in a new filter being added and the system to drill-down
into a more relevant subset of the data being explored. The user can remove the
recently added filter by deselecting the filter from Section D (Current Selection).

4.4 Being Aware – Passive and Undirected

The most complex of information seeking modes is the state of being aware. TUI
facilitates this by easily combining some of the approaches that are employed
in the other three modes. The state of being aware in Emergency Response
implies that an analyst is aware of the wider context of his/her analytic activity,
but unaware of what event/situation may arise. This is often perceived to be
the precursor to some of the modes and is conducted as a part of an initial
or continued survey of the broader area (geographic, temporal or topical). In
a typical ER (Emergency Response) activity, it is expected that an instance of
the interface is continuously dynamically updated to provide overviews, based
on query terms that are most likely to retrieve interesting events – generic terms
such as ‘flood’, ‘accident’, ‘911’ or ‘fire’ could form a good candidate set of
keywords to look for4. Identifying any relevant interesting event would then
initiate monitoring, browsing and searching activities on other instances of TUI.

5 Architecture and Implementation

The TUI interface is the second part of two systems - the first being a So-
cial Media harvesting system which enables gathering of Social Media posts,
and the second being a system which interfaces with the harvesting system and
a local data store. While the first system (harvester) involves querying multi-
ple sources of data continuously for new information and storing the results in
local datastores following several iterations of backend processing, the second
(TUI) is the interactive interface that users can use to access the data being
stored/analysed/harvested. TUI is implemented as a standard web application,
and written completely in HTML and Javascript. Several toolkits have been used

4 It is to be noted that several of such ‘generic’ terms can also occur in posts that are
highly irrelevant such as song lyrics, quotes from speeches etc. The decision to select
relevant terms is mostly left with the analysts, based on their interpretation of the
content being currently monitored.
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within TUI to facilitate interactions such as jQuery5, and provide customised
look and feel such as jQueryUI6, Less7 and BlockUI8. Visualisations are provided
by D3.js9, Highcharts10, Google Maps11 and Javascript Infovis toolkit12

6 Discussions and Continuing Work

Over the summer of 2013, as a part of multiple projects, TUI was used to mon-
itor several large events across the UK. Several Emergency Response organisa-
tions, Police, City Councils, event organisers and authorities were involved in
the events. During the events the di↵erent types of information seeking modes
were employed, and the system was used to monitor by several analysts at the
same time. One of the key findings was the need for supporting multiple types of
information seeking at the same time. Analysts need to explore, query, browse
and be aware of situations at the same time, and hence, several instances of TUI
are necessary to be active for improving Situation Awareness.

The TUI system is currently being redesigned to provide support for mul-
tiple tasks within one interface. Several layouts are presently being evaluated
to understand which layout from a set of candidate layouts would be the most
e↵ective. The system is also planned to be evaluated with emergency responders
during planned and unplanned events. Several techniques such as focus group,
contextual inquiry and shadowing are planned to be used in the evaluations to
understand how the system compliments traditional techniques for Emergency
Response.
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