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W
E LCOME TO THE second Communications Regional Special Section 
spotlighting European countries and Israel. On a relatively small 
portion of the Earth, this region includes almost 50 countries with 
enormous cultural and socioeconomic diversity that is also reflect-
ed in the richness of its business structures and computer science 

research. The first Hot Topic article in this section illustrates the high overall share 
of European public research on a global scale, and further highlights significant 
differences within the region. We are happy to report the authors in this special 
section represent 15 countries throughout Europe plus Israel.

An important goal emphasized by the European Union (E.U.) and many indi-
vidual countries is to attain digital sovereignty of the private and public sectors, 
while further developing areas of traditional industrial and design strengths into 
the future. Data strategies and regulations by the E.U. therefore emphasize resilient 
networking of decentralized digital infrastructures in addition to the presence of 
international big players from, for example, North America or China. In this regard, 
important initiatives spotlighted here include the GAIA-X initiative on decentral-
ized data space infrastructures, the FENIX network of scientific high-perfor-
mance computing, the transition from 5G to 6G networks, and more domain-
specific initiatives related to Industry 4.0, to robotics, and to energy informatics 
in the context of de-carbonization—an important element of making the E.U.’s 
“Green Deal” become a reality.

Europe has shown world leadership in placing people at the core of the digi-
tal and AI revolutions, as exemplified by the General Data Protection Regulation 
(GDPR) and the recently proposed AI regulation where human-centric aspects are 
at the core, such as bias avoidance, transparency, veracity, and the preservation of 
human autonomy. This “European approach” in existing or proposed regulations 
and research funding schemes have significant implications for systems design 
and computer science research topics. Thus, this section includes several contri-
butions in this regard, such as studies of privacy-preserving networks, fair recom-
mender systems, and general design implications to build trusted AI. 

Beyond these strategically driven topics, the section also highlights selected 
fundamental research and industrial innovation projects in areas of traditional 
European CS strengths, such as formal methods, process management, and socio-
technical user interface design. To bring the emerging field of quantum computing 
into more complex real-world solutions, its embedding into formally based soft-
ware engineering methodologies requires deeper study. The generalization of the 
success of deep learning algorithms to “broad AI” is summarized by one of the top 
European contributors to this success. Further along on the evolutionary curve, 
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the traditional European strength in business process management, exemplified 
by the early success of SAP, is reaching the next stage by highly successful Euro-
pean-initiated start-ups in process mining and robotic process automation that 
have their basis in fundamental Europe-driven research. Finally, Europe has a long 
tradition in human-centric systems and user interface design under special consid-
eration of user diversity and inclusion. Recent developments are highlighted in ap-
plication-oriented articles for crisis management and chronic patient support, and 
in a contribution on completely new interface types, such as on-skin computing.

To create this section, we conducted a (virtual) two-day workshop from August 
25–26, 2021, with 34 presentations. Participants were in part directly invited, in part 
preselected from over 100 submissions in response to a public call for abstracts. 
The lively and fruitful discussions led to the sharpening of our foreseen structures, 
including a couple of newly formed author teams. In further steps, we converged 
to a choice of 22 initial articles invitations. After further discussions and a review 
of submissions by the guest editors and external referees, the result is a section 
composed of 11 Hot Topic and six Big Trend articles.

Of course, this special section can only cover a small part of the breadth and 
depth of CS research and innovation pursued in Europe and Israel. Nevertheless, 
we hope it will provide insights into many of the strategic drivers and networks 
of what is happening in the region and into exciting research results and start-up 
initiatives.

We would like to thank Jakob Rehof, co-chair of Communications’ Regional Spe-
cial Sections Editorial Board, and Morgan Denlow, Communications’ Deputy to 
the EIC, for their most helpful advice and support in preparing this section. Many 
thanks go to all submitters and presenters at the workshop for their valuable and 
constructive input, and especially to the authors by adhering to our extremely tight 
deadlines despite all the obstacles placed in our way by the COVID-19 pandemic. 
This section would not have been possible without any of you. 

— Jessica R. Cauchard, Matthias Jarke, and Nuria Oliver 
Europe Regional Special Section Co-Organizers 

Jessica R. Cauchard is an assistant professor in Human-Computer and Human-Robot interaction in the Department of 
Industrial Engineering and Management at Ben Gurion University of the Negev, Israel.

Matthias Jarke is Emeritus Professor of Databases and Information Systems at RWTH Aachen University, Germany, and 
past Chairman of the Fraunhofer ICT group, the largest applied IT research organization in Europe.

Nuria Oliver is co-founder and Director of the ELLIS Unit Alicante Foundation and Chief Data Scientist at Data-Pop 
Alliance. She is also vice-president of ELLIS, the European Laboratory for Learning and Intelligent Systems.

Copyright held by authors.

More than 40 Europe Regional Special Section workshop participants met via Zoom to 
share ideas about the editorial content presented here.
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hot topics

Trends in Computer Science 
Research within European Countries
BY DIMA KAGAN, MICHAEL FIRE, AND GALIT FUHRMANN ALPERT

provide value insight that 
policymakers could use in 
considering where to lead 
European CS when distrib-
uting budgets, by either 
encouraging leading fields 
and collaborations or 
strengthening those that fall 
behind.

In the last decade, 30% of 
worldwide CS publications 
were of European origin. For 
comparison, North America 
leads with 33% and Asia 
provides 30% of worldwide 
CS publications. Interest-
ingly, in terms of worldwide 
attention, Europe also holds 
30% of worldwide CS 
citations, while North 
America impressively 
approaches nearly half (47%) 
of them, Asia following third 

Publication volumes are 
important, but do not 
necessarily imply quality or 
impact. One problem of 
increasing global concern is 
that publication volume has 
been dramatically increas-
ing, affected by the race to 
publish. We therefore 
analyzed separately high/low 
impact publications (papers 
with fewer than five citations 
considered low impact).

The spatial distribution 
of citations is similar to 
volume mapping, with some 
smaller countries (like 
Switzerland and Nether-
lands) of high impact, and 
East-West impact gaps, 
possibly resulting from 
historical separation.

Since results may be 
affected by countries’ size, 
reflected also by numbers 
of publishing institutes, we 
computed average cita-
tions per institute in each 
country.d This approach 

d Number of citations, normal-
ized by the number of publishing  
institutes per country.

with 16%. Other continents 
offer less than 6% contribu-
tion to total CS output and 
citations.

Inspecting dynamics 
reveals that some classically 
leading domains (for 
example, algorithms and 
telecommunications) are 
declining in favor of uprising 
domains (for example, data 
science, and human-com-
puter interaction). Some 
domains (like computer 
vision) maintain stability 
over the years.

Breaking down contribu-
tions of individual countries 
within Europe, we explored 
both volumeb and impactc of 
publications. Volume 
mapping reveals, for 
example, that papers in 
algorithms originate mostly 
from west European 
countries, most prominently 
Great Britain (GB) and 
Germany. Similar maps are 
also observed for all CS 
subfields collapsed.

b Number of publications.
c Number of citations.

E
UROPEAN INSTITUTES 

PROVIDE major 
worldwide 
contributions to 
research in 
multiple com-

puter science (CS) domains. 
In 2020 alone, one million 
CS papers were published 
worldwide, over a third by 
European researchers. We 
used Microsoft Academic 
Graph,a with nearly 5.5 
million CS-related papers 
published by European 
institutes, across 34 CS 
subfields, to empirically 
evaluate European research 
and collaborations (see 
Figure 1). These findings 

a MAG is a bibliometric dataset con-
taining over 263M publications.

In the last decade, 30%  
of worldwide CS publications 
were of European origin.

Euro Research  |  DOI:10.1145/3514089 
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 H
highlights countries, 
including Switzerland, 
Italy, Netherlands, and 
Israel as leading citation 
rates per institute, despite 
not necessarily holding 
high country-wise volumes 
nor impact. Moreover, 
diving into subdomains 
highlights further specif-
ics. For example, Israel 
contributes the highest 
institution citation rates  
in algorithms, followed  
by Italy.

Along with independent 
research, collaborations 

are also essential for 
research. Understanding 
collaboration patterns may 
shed light on their impor-
tance for both promising 
funding and fruitful 
collaborations. We thus 
mapped volumes of 
collaborative publications.e 
Russia and Poland exhibit 
the highest independent 
research, while other 

e For each country, percentage of 
published papers in collabora-
tion with other European coun-
tries from all publications.

countries, like Belarus and 
Iceland, practice the 
highest ratios of collabora-
tive research.

Mapping collaborative 
impactf yields similar 
patterns, with some more 
collaborative countries (for 
example, Iceland and 
Belarus) benefiting from 
greater citation impact 
thanks to collaborations. 
Countries with low rates of 
collaboration can still 
benefit from collabora-
tions, with more citations 
for collaborative research 
than publishing alone. 
East Europe, along with 
other less wealthy coun-
tries, stand out in this 
respect, suggesting that for 
world recognition collabo-
rating with more acknowl-
edged countries may be 
advantageous.

Benefits from research 
collaborations are not 
necessarily symmetric. Most 

f Percent citations of European 
collaborative papers with respect 
to all publications.

countries tend to benefit 
from collaborating, whereas 
some countries are better 
off publishing independent-
ly. For instance, GB and 
Switzerland have on average 
much less to gain from 
collaboration than Poland 
and Russia. East European 
countries generally have 
more to gain from collabo-
rations than the rest of 
Europe.

Exploring all pairwise 
collaborations between 
European countries, in 
terms of give-take effective 
impact of collaborations 
allows one to choose 
promising collaboration 
partners. GB, for example, is 
better off publishing on its 
own than collaborating with 
most European countries.

CS research also expands 
to interdisciplinary fields. 
We quantified Europe’s 
impact on interdisciplinary 
research, particularly in 
fields of growing interest 
related to health, energy, 
transportation, and aging. 
Of those studies, the highest 
European impacts are in 
health and public health, 
followed by energy related 
projects (as depicted in 
Figure 2).

To summarize, Europe 
has a significant role in 
global CS research. Careful 
inspection of leading fields, 
countries, and collabora-
tions may support decision 
makers in distributing funds 
and shaping future Euro-
pean contribution to 
worldwide research, in the 
rapidly changing fields of 
computer science.  

Dima Kagan is a Ph.D. student at Ben-
Gurion University of the Negev, Israel.

Michael Fire is an assistant professor in 
the Software and Information Systems 
Engineering Department at Ben-Gurion 
University of the Negev, Israel.

Galit Fuhrmann Alpert is an adjunct 
professor in the Software and Information 
Systems Engineering Department at Ben-
Gurion University of the Negev, Israel.
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Figure 1. The number of European publications in different subfields, normalized by the total European 
CS publications.
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thinner than the diameter 
of a single strand of hair.2 
Therefore, they can be worn 
as a barely noticeable patch 
on the skin. Embedded 
functional materials create 
fully flexible electronic 
components for sensing, 
output, processing, and 
power in a micron-thin 
form factor (see Figure 1).

The unique properties 
of skin have long fasci-
nated researchers and have 
inspired electronic skin, 
soft sensors that mimic 
skin’s mechanical proper-
ties while offering human-

a five-year research project 
entitled “Interactive Skin,” 
funded by the European 
Research Council (ERC). 
Combining European 
strengths in human-com-
puter interaction, graphics, 
AI, and specialized hard-
ware technologies, our goal 
is to contribute to a new 
generation of devices that 
computationally augment 
the natural functions of  
our skin.

Merging Human Skin  
with Computational  
Augmentations
Controlling computing de-
vices in demanding mobility 
conditions is a long-stand-
ing challenge, such as when 
the user’s hands are busy 
holding an object or when 
the situation does not allow 
them to look at a screen. 
Devices worn on the skin 
offer a promising solution: a 
thin membrane with a touch 

like sensory capabilities.1 
Initially targeted at ro-
bots, electronic skins are 
increasingly being used on 
the human body. In recent 
years, a new multidisci-
plinary community has 
formed across the fields of 
new materials, electronics, 
biomedical engineering, 
and computer science that 
has made significant break-
throughs. This involves not 
only fundamental issues of 
materials and manufactur-
ing, such as further improv-
ing minimally invasive 
wearability,4 but also func-
tional designs for a wide 
range of applications.6

While early work fo-
cused primarily on moni-
toring biosignals, it soon 
became clear that devices 
on the skin offer principled 
new avenues for human-
machine interfaces. We are 
investigating these at Saa-
rland University as part of 

M
OD E R N 

W E A RABLE 

COM PUT-

E R S are 
miniatur-
ized, offer 

unprecedented mobility, 
and can even interface with 
the human body to moni-
tor vital signs. Yet they have 
much more in common 
with their ancestor—the 
PC—than you might think. 
Just like old-fashioned 
computers, they are made 
of conventional electron-
ics and therefore remain 
rigid and rather thick. This 
not only compromises 
ergonomics, but also limits 
the size of the devices and 
restricts where they can be 
deployed on the user. Can 
we instead make comput-
ers soft and malleable, 
such that they truly adapt 
to the human body?

A new generation of 
wearable devices, rede-
signed from the ground up, 
promises a significantly 
better compatibility with 
the human body. These so-
called epidermal devices—
devices modeled after hu-
man skin—are made of soft 
and stretchable materials 
and are two to three orders 
of magnitude thinner than 
traditional devices; in fact, 
they are typically much 

On-Skin Computing 
BY JÜRGEN STEIMLE

Technology + People  |  DOI:10.1145/3511668 

Can we make computers soft  
and malleable, such that they 
truly adapt to the human body?

Figure 1. Future on-skin computing devices could seamlessly blend with the human body as visualized 
in this concept illustration of iSkin.7

http://dx.doi.org/10.1145/3511668
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sensor can be adapted to dif-
ferent parts of the body and 
provides an easy-to-reach 
surface for gestural input.7 
For example, on a sensor 
placed on the index finger, 
users can make subtle touch 
gestures with their thumb, 
even while holding objects. 
Additional sensors to detect 
skin deformation and 
stretchable displays can also 
be integrated8 (see Figure 2 
for examples).

Ultrathin devices on 
the skin can also lead to 
more natural experiences 
in augmented reality and 
virtual reality. To augment 
the use of everyday ob-
jects, we have presented a 
first-of-its-kind device for 
what we call feel-through 
haptics.9 The minimally 
invasive temporary tattoo is 
worn on the finger pad. It is 
so thin and soft that it even 
conforms to fine wrinkles, 
allowing users to feel real-
world objects or surfaces 
they touch through the 
device. At the same time, 
the device augments 
real-world cues with high 
framerate electro-tactile 
output generated by eight 
densely spaced electrodes. 

This enables novel forms of 
tactile augmented reality. 
For example, the system 
can change the way users 
perceive materials and ob-
jects, or it can create virtual 
haptic elements, such as 
virtual buttons, that the 
user can feel on an object 
even though they are not 
physically present.

Computational Design for 
Wearable Devices that 
Match the Human Body
Fitting devices to the 
anatomy of the human 
body unlocks exciting new 
opportunities, but it also 
makes the design of those 
devices more challenging. 
Not only does the device 
need to fit comfortably, 
but sensors may need to be 
positioned precisely on the 
body to detect body move-
ment or pick up biosignals. 
This multifactorial design 
space makes it difficult even 
for experts to manually find 
optimal device designs. 
We see great potential for 
computational approaches 
to replace manual device 
design. In our recent work, 
we have shown that compu-
tational optimization with 

anatomical models enables 
rapid design of highly com-
pact physiological sensing 
devices that outperform 
expert-generated designs.5 
The resulting designs can 
be printed on an office 
inkjet printer to create func-
tional sensor tattoos.

First skin devices are 
already commercially 
available.3 However, many 
issues remain to be 
addressed before skin 
computers can enter main-
stream. One important as-
pect relates to understand-
ing social perceptions of 
using on-skin devices.10 In 
addition, the integration of 
processing, power supply, 
and networking into ultra-
thin and stretchable de-
vices remains a formidable 
challenge that, once solved, 
could change computing 
and how it integrates with 
our body.  

We see great potential for 
computational approaches to 
replace manual device design.

This work is licensed under 
a Creative Commons 

Attribution-NonCommercial-NoDerivatives 
4.0 International License.  
https://creativecommons.org/licenses/
by-nc-nd/4.0/

Figure 2. On-skin devices provide various functions, such as user input with rapid touch gestures, 
visual output, feel-through haptic feedback, and continuous monitoring of body vitals. 
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Union estimates that 92% 
of the global population, 
including 89% of people 
in Least Developed Coun-
tries (LDCs), have mobile 
network coverage with 105 
mobile-cellular telephone 
subscriptions per 100 
people globally, and 74 sub-
scriptions per 100 people 
in LDCs.5 However, mobile 
device penetration remains 
substantially lower in many 
vulnerable populations.

CDRs are routinely pro-
duced by MNOs for billing 
purposes each time a sub-
scriber makes or receives a 
call, sends or receives a text 
message, or uses mobile 
data (“network events”). 
Each record contains 
the time of the event and 

and Vanuatu.6 It has a range 
of applications in disaster 
management, including 
dynamic population map-
ping and calculating flows 
between locations. These 
indicators reveal important 
information throughout a 
disaster, such as the number 
of people who may be affect-
ed by a disaster, the number 
complying with evacuation 
orders, the origins, and 
destinations of internally 
displaced people (IDPs), and 
the return of IDPs to their 
pre-disaster residence (see 
Figure 2).

Flowminder’s analysis of 
three disasters in Haiti and 
Nepal,2 and confirmed for 
other disasters,13 has shown 
a consistent decay rate in the 

the cell site it was routed 
through, thereby describing 
subscribers’ movements. 
By pseudonymizing and 
aggregating CDR data over 
large numbers of subscrib-
ers, practitioners produce 
mobility indicators that 
provide insights into the 
overall movement of the 
population while preserving 
individual privacy. Further-
more, because this data is 
collected in near-real time, 
indicators can be calculated 
within days to aid the re-
sponse to ongoing crises.

CDRs have been used to 
support responses to natural 
disasters in Low-to-Middle 
Income Countries (LMICs), 
including Bangladesh,8 
Haiti1,7 (see Figure 1), Nepal12 

S
EVERE DISASTERS  

CAN cause 
large popula-
tion move-
ments as af-
fected people 

are displaced from their 
residences. The humanitar-
ian response to such events 
relies on understanding 
where affected people are 
located. Mobility data can 
provide important insights 
at all stages of a crisis, 
from preparedness to long-
term recovery.

At Flowminder, a non-
profit foundation based 
in Sweden, the U.K., and 
Switzerland, we are working 
to support decision-makers 
to transform the lives of vul-
nerable people by facilitat-
ing access to novel sources 
of mobility data, including 
Call Detail Records (CDRs). 
Across Europe, non-profits, 
national statistical services, 
academic institutions, and 
mobile network operators 
(MNOs), including Orange, 
Telefonica, Telenor, and 
Vodafone, are collaborating 
on using CDR to support 
public policy. Additionally, 
the European Commission 
established the High-Level 
Expert Group on Business-
to-Government Data Sharing 
to support such collabora-
tions, including in response 
to the COVID-19 pandemic.9

The global spread of 
mobile devices provides 
new opportunities for better 
understanding mobility and 
addressing mobility data 
gaps. The International 
Telecommunication 

Mobile Phone Usage Data  
for Disaster Response
BY THOMAS R.C. SMALLWOOD, VÉRONIQUE LEFEBVRE, AND LINUS BENGTSSON
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Figure 1. The displacement of people from Port-au-Prince in the aftermath of the 2010 Haiti earthquake 
(CDRs from Digicel Haiti).

http://dx.doi.org/10.1145/3512998


APRIL 2022  |   VOL.  65  |   NO.  4  |   COMMUNICATIONS OF THE ACM     41

hot topics      europe region

3. Flowminder. Towards high-resolution 
sex-dissagregated dynamic mapping, 
2019; https://bit.ly/3KqljWW

4. GSMA. Big data for social good: Utilising 
real-time mobile analytics to inform 
emergency disaster response in Turkey, 
2019; https://bit.ly/3Ag04CF

5. International Telecommunication 
Union. Measuring digital development: 
Facts and figures 2020. ITU, Geneva, 
Switzerland.

6. Khaefi, M.R., Prahara, P.J., Rheza, M., 
Alkarisya D. and Hodge G. Predicting 
evacuation destinations due to a 
natural hazard using mobile network 
data. In Proceedings of the 2nd Intern. 
Conf. Informatics and Computational 
Sciences, 2018, 1–6.

7. Lu, X., Bengtsson, L. and Holme, 
P. Predictability of population 
displacement after the 2010 Haiti 
earthquake. In Proceedings of the 
National Academy of Sciences 109, 29 
(2012), 11576–11581.

8. Lu, X. et al. Detecting climate 
adaptation with mobile network 
data in Bangladesh: anomalies 
in communication, mobility and 
consumption patterns during cyclone 
Mahasen. Climatic Change 138 (2016), 
505–519.

9. Vespe, M., Iacus, S., Santamaria, C., 
Sermi, F. and Spyratos, S. On the use 
of data from multiple mobile network 
operators in Europe to fight COVID-19. 
Data & Policy 3 (2021).

10. Wang, H., Gao, C., Li, Y., Wang, G., Jin, 
D. and Sun, J. De-anonymization of 
mobility trajectories: Dissecting the 
gaps between theory and practice. In 
Proceedings of the 2018 Network and 
Distributed Systems Security Symp.

11. Wesolowski, A., Eagle, N., Noor, A.M., 
Snow, R.W. and Buckee, C.O. The impact 
of biases in mobile phone ownership on 
estimates of human mobility. J. Royal 
Society Interface 10, 81 (2013).

12. Wilson, R. et al. Rapid and near 
real-time assessments of population 
displacement using mobile phone data 
following disasters: The 2015 Nepal 
earthquake. PLoS Currents 8 (2016).

13. Yabe, T., Tsubouchi, K., Fujiwara, 
N., Sekimoto, Y. and Ukkusuri S.V. 
Understanding post-disaster population 
recovery patterns. J. Royal Society 
Interface 17, 163 (2020).

Thomas R.C. Smallwood is Knowledge 
Centre Manager at the Flowminder 
Foundation, Southampton, U.K.

Véronique Lefebvre is Director of Data 
Analysis at the Flowminder Foundation, 
Southampton, U.K.

Linus Bengtsson is Chair of the Board for 
the Flowminder Foundation, Stockholm, 
Sweden.

number of IDPs remaining 
displaced post-disaster. This 
allowed Flowminder to fore-
cast the remaining numbers 
of IDPs after the 2021 Haiti 
earthquake to help inform 
long-term planning.

CDRs can also improve 
predictions of displacement 
location. Modeling by Flow-
minder has shown that more 
localized travel and social 
contacts are associated with 
individuals being displaced 
in the vicinity of their pre-
disaster residence, regard-
less of disaster intensity and 
local property damage.2 Such 
models can support disaster 
preparedness, including 
simulations and exercises, 
and impact prediction.

Mobile phone subscrib-
ers are not, however, rep-
resentative of the popula-
tion, especially in LMICs. 
Subscriptions and usage 
vary with factors including 
gender, age, education, and 
socioeconomic status.11 
This is of particular con-
cern for humanitarian use 
cases, compared to com-
mercial applications, as it 

may result in the impact 
of disasters on potentially 
vulnerable groups under-
represented in the data 
being underestimated. 
Flowminder is developing 
methods for addressing 
these limitations, includ-
ing gender-disaggregated 
indicators in Nepal3 and the 
collection of survey data in 
the Democratic Republic of 
Congo and Ghana.

Preserving individual 
privacy presents another 
challenge. CDRs contain the 
movement patterns of indi-
vidual subscribers, though 
these are never shared. To 
ensure anonymity, Flow-
minder and other practi-
tioners provide aggregates 
describing the mobility 
of large numbers of sub-
scribers. While trajectories 
might be inferred from 
high-resolution aggregates, 
real-world datasets, and par-
ticularly those from LMICs, 
are resistant to re-identifica-
tion attacks.10

Expediting the produc-
tion of indicators to provide 
rapid, up-to-date informa-

tion to decision-makers is 
also a key challenge. Part-
nerships in countries fre-
quently impacted by natural 
disasters, such as between 
the GSMA and TuckCell in 
Turkey,4 can facilitate this 
as access to data has already 
been agreed and imple-
mented. Following the 2021 
earthquake, Flowminder’s 
existing partnership with 
Digicel Haiti enabled the 
release of a report just six 
days after the earthquake. 
Flowminder is also sup-
porting MNOs to establish 
streamlined technical 
and administrative pro-
cesses through projects like 
FlowKit and OPAL, to facili-
tate the timely production 
of mobility indicators.

CDR-derived mobility 
indicators can provide rapid, 
near real-time insights 
before, during, and after a 
disaster, when understand-
ing population movements 
and mobility is important 
to the efficient provision of 
aid. There remain impor-
tant areas for further im-
provement of these tools to 
expedite the dissemination 
of the indicators and to ad-
dress the biases in CDR data. 
Regardless, such indicators 
are immensely valuable to 
decision making, especially 
during a disaster when high-
quality data is limited.  
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Figure 2. The applications of CDR-derived mobility indicators over 
the course of a humanitarian crisis.

Preparedness (Baseline) How many people live within phone 
coverage areas?

How many active subscribers are there per 
region per month?

How many people could be reached via 
mobile phones?

Hazard forecast How many people may be affected?

Hazard warning Are people moving or relocating as the 
results of warnings?

Active crisis with  
network outage

Have cell towers been damaged?

Active crisis How many subscribers are displaced, from 
where to where?

Short-term recovery Are subscribers returning to their home 
or staying at their displaced locations, and 
how long does it take (in terms of weeks)?

Long-term recovery Are resettlement areas growing or 
depleting over time (in terms of months, 
years)?
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raphy of specific modules, 
while operating with IT 
infrastructure and using 
established applications. 
SRs can understand what 
is on a screen, complete 
the right keystrokes, 
navigate systems, iden-
tify and extract data, and 
perform a wide range of 
defined actions. Advanced 
SRs can perform cognitive 

Steps toward consensus 
include the definition of 
a clear and consistent 
terminology in the use of 
concepts that belong to the 
RPA,  a taxonomy of prod-
uct features and functional-
ity, or some recommended 
practices for implemen-
tation and management 
methodologies. 

European interest is in-
creasing digital innovation 
by promoting start-ups, 
scale-ups, and unicorns 
and supporting their inclu-
sion in the ecosystems 
with a direct impact on 
the growth of global suc-
cess. Being supernatural 
creatures, unicorns are 
very rare. Their friendliest 
places to develop provide a 
financial and innovation-
driven climate. Eastern 
Europe has some of the 

processes like interpreting 
text, engaging in chats and 
conversations, understand-
ing unstructured data, and 
making complex decisions 
by applying advanced ML 
models. 

The current challenges 
with the UiPath platform 
include the need for 
continuous releases to 
increase value through 
the integration of more 
cognitive and cybersecurity 
services. It encourages new 
guidelines and standards 
that guarantee trust and 
safety use. Academics help 
educate potential adopters 
by objectively researching 
actual implementations, by 
assessing them and extract-
ing lessons on realizing 
value. A common effort 
with academics is essential 
to develop harmonization. 

T
H E  U I PAT H 

P L AT F O R M 

combines core 
robotic process 
automation 
(RPA) capabili-

ties with tools for process 
discovery and analytics to 
report precisely the busi-
ness impact. The core 
capabilities make it easy to 
build, deploy, and manage 
software robots (SRs) that 
emulate humans’ interac-
tions with information 
systems to perform certain 
tasks in business processes 
(BPs). Firstly, the BPs to be 
automated are designed, 
created, or recorded. They 
are created using drag-and-
drop activities within a 
workflow. Then SRs work to 
perform BPs and an orches-
trator acting as a control 
center designates tasks/pro-
cesses to SRs and evaluates 
the efficiency of each one. 
A tool takes screenshots 
with every mouse click or 
keyboard input and collects 
smart data about process 
statistics such as execution 
time or number of actions.

SRs follow the choreog-

Robotic Process Automation 
Platform UiPath 
BY LILIANA DOBRICA

Process Automation  |  DOI:10.1145/3511667 

UiPath is a remarkable European 
success exported to the world 
in the RPA space to digitalize 
societies and to build a complex 
ecosystem driven by innovation.

Figure 1. UiPath impact.
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ware company ever with the 
most widely used RPA plat-
form in the world. Since 
then it has remained in the 
leader position.  
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best and competitive ICT 
talents and the desire 
to connect to the world. 
Particularly, Romania has 
the education strength 
in computer science and 
mathematics, but the cul-
ture of entrepreneurship is  
young and it takes time to 
grow. The founders and the 
platform R&D team of Ui-
Path are computer science 
graduates from Romanian 
universities. In the new 
reality related to the digital 
transformation,1 Romania 
has developed into a center 
of excellence becoming an 
outsourcing regional hub 
in ICT.

UiPath is a remarkable 
European success exported 
to the world in the RPA 
space to digitalize societ-
ies and to build a complex 
ecosystem driven by in-
novation (see Figure 1a). It 
contributes with RPA solu-
tions6 to current challenges 
by creating virtual digital 
workforce and solving 
social issues. Many indus-
tries are worried about the 
decrease of  the workforce 
in the near future and 
face major problems due 
to ageing or overworked 
employees in departments 
that depend on best usage 
of digital data. SRs can 
automatically execute 
deterministic, repetitive, 
standardized, high volume, 
and rules-based tasks by 
capturing and analyzing 
structured data and work-
ing across several interop-
erable systems. SRs are best 
suited to do swivel chair-
data entry, taking informa-
tion from one system and 
integrating it with another. 
Figure 1b provides several 
RPA solutions to a common 
use case challenge. 

UiPath is  an important 
software platform provider 
with Romanian roots that 
became a successful global 
tech company with head-

quarters in the U.S., where 
the deepest ecosystems are 
located.  It grew explosively, 
both in size and value, to  a 
unicorn and recently scaled 
up to a decacorn. An article 
in The Economist2 declared 
UiPath as “Europe’s most 
successful tech export since 
Spotify” and estimates it 
holds a third of the market. 
Moreover, ranking analyzes 
from Gartner3,5 places it the 
highest position and recog-
nizes UiPath as the “2021 
Magic Quadrant Leader in 
the RPA space” for its abil-
ity to execute for the third 
consecutive year. 

The fantastic journey of 
the Romanian start-up that 
began in 2005 was marked 
on April 21, 2021—a glori-
ous day for UiPath as it 

became a decacorn and a 
publicly trading company 
on the New York Stock 
Exchange. Due to an insuf-
ficient entrepreneurial 
climate, the path toward 
success wasn’t straightfor-
ward5 (Figure 2). Only the 
team value, the software 
platform quality, and the 
commitment to building 
a large company con-
vinced investors, clients, 
and business partners. Its 
great innovation occurred 
during the rise of AI and 
cloud technologies when 
its growth took off with 
a new product flightmap 
that integrates ML and AI 
algorithms within custom-
ers’ business operations. 
In 2018, it was the fastest-
growing enterprise soft-

Figure 2. Recognition race—pioneering work, timeline of some key UiPath events.
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end-to-end services for 
individual travelers, traffic 
management services for 
smart cities, and services to 
increase road safety for 
individual drivers.

Figure 1 shows the basic 
functionality of the Mobility 
Data Space following the 
provisions of the Interna-
tional Data Spaces (IDS) 
Reference Architecture 
Model (RAM).4 It does not 
pool data in a central data 
store but rather connects 
data providers and data 
users by the respective use 
of the IDS Connector 
component. A catalog 
allows data providers to 
present and describe their 
data resources, together 
with conditions under 
which the data can be used. 
Data users search the 
catalog for data they need 
for their smart service. If 
data demand and supply 
match, the exchange of the 
data itself is carried out just 
between the participants, 
with no involvement of the 

in a data space describing 
the same real-world object. 
Finally, data spaces can be 
overlapping and nested so 
that data holders and data 
users, respectively, can be 
participants in multiple 
data spaces.

To implement the 
European Strategy for Data 
and create common data 
spaces, interoperability of 
data and collaboration of 
participants is required 
across the boundaries of 
individual data spaces. 
Gaia-X aims to achieve this 
by providing so-called 
federation services that func-
tion within and across 
different data spaces.

The Gaia-X initiative is 
organized as a not-for-profit 
association headquartered 
in Brussels.c With more than 
300 members, the associa-
tion aims at a federated data 
architecture that comprises 
not only data and smart 
services, but also cloud infra-
structure services (see Figure 
2). Gaia-X specifies four 
so-called federation services, 
namely “identity and trust,” 
“sovereign data exchange,” 
“federated catalog,” and 
“compliance.”3 They form a 
blueprint for data spaces 
and allow for “federations of 
ecosystems,” hence, support 
interoperability and coordi-
nation across data spaces. 
The latter requires federa-
tion of identities of data 
space participants, of 
catalog entries, and of data 
transaction logs.

c See https://www.gaia-x.eu/

Mobility Data Space 
operator. Only metadata on 
data exchange transactions 
are monitored and logged 
to ensure conditions for the 
use of the data are correctly 
exchanged and followed.

The Mobility Data Space 
balances the interest of the 
individual data provider 
regarding data sovereignty 
and the interest of the 
community to increase the 
data availability and its use. 
Data has a value when used7 
and, thus, should be used as 
widely as possible to seize 
its innovation opportuni-
ties. However, data use 
must always take into 
consideration the interests 
of the data holder. Providing 
data, particularly high-qual-
ity data, comes at a cost.6 In 
this context, data sovereign-
ty is defined as the capabil-
ity of a data holder to be 
self-determined regarding 
the use of their data.5

Gaia-X as a Federated 
Data Infrastructure
Data spaces represent a 
data integration concept 
that follows Linked Data 
design principles.2 First, 
data spaces do not require 
physical data integration 
but leave the data at the 
source and only make it ac-
cessible when needed. Sec-
ond, data is not forced into 
one common schema but 
linked, that is, integrated 
on a semantic level. Third, 
the distributed architecture 
of data spaces allows data 
redundancies, that is, mul-
tiple data objects may exist 

T
HE  E UROPEAN 

STR ATE GY  FOR 

D ATA  CA LLS  for 
“common data 
spaces” as a 
foundation for 

the data economy in the 
European Union.1 President 
Ursula von der Leyen 
expressed her view that 
Gaia-X should play a key role 
in response to these calls by 
providing a federated data 
infrastructure in the cloud.a

One data space example 
is the Mobility Data Spaceb 
that was launched in 2020 
as a multistakeholder 
project in Germany in close 
alignment with the German 
Federal Government. It 
aims at data-driven services 
in the mobility sector and 
data sovereignty of the data 
holders and trust among all 
participants. Smart service 
examples are intermodal 

a See https://ec.europa.eu/com-
mission/presscorner/detail/ov/
SPEECH_20_1655

b See https://mobility-dataspace.eu/

A Federated Infrastructure 
for European Data Spaces
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Gaia-X supports the goals of 
interoperability of services, data 
portability, data sovereignty 
as articulated in the European 
data strategy, and addresses 
a requirement gap in existing 
infrastructure models.
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Data Infrastructure  
Patterns
Gaia-X supports the goals of 
interoperability of services, 
data portability, data sover-
eignty as articulated in the 
European data strategy and 
addresses a requirement gap 
in existing infrastructure 
models. The latter were—and 
still are—dominated by hyper-
scaling platform providers on 
the one hand side and state-
controlled infrastructures on 
the other hand. Both do not 
meet the European require-
ments mentioned here. Con-
sequently, Gaia-X represents 
an alternative design pattern 
for data infrastructures.

In contrast to alternative 
patterns, Gaia-X follows a 
cooperative approach (see 
approximate juxtaposition 
in the accompanying table). 
The federated infrastructure 
is open to be used, owned by 
the community itself, and 
thus avoids concentration of 
control over data and 
services.  
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portfolio of services are 
available for HPC, AI, and 
ML, and cloud computing 
applications, free of charge 
(https://fenix-ri.eu/access). 
Evaluation of the appli-
cations follows the peer 
review principles estab-
lished by PRACE (https://
prace-ri.eu/). The Fenix 
objective is to serve science 
and engineering domains 
that strongly benefit from 
diverse e-infrastructure 
services for their collab-
orative research and data 
sharing. It therefore lever-
ages national, European, 
and international funding 
programs to realize the 
compute, storage, and 
network resources sustain-
ing the e-infrastructure 
services. There are similar 
national programs such as 
U.S. NSF XSEDE (https://
www.xsede.org/). However, 
Fenix introduces unique 
aspects: First, it defines a 
federated research e-infra-
structure architecture for 
leadership-class supercom-
puting resources provid-
ers, transcending national 
boundaries; and second, it 
offers a uniform, federated 
identity, and access man-
agement solution.

A Co-Designed Solution 
for Science and Scientists
Development of Fenix 
services and the underly-
ing technical solutions has 
been an iterative, co-design 

throughout Europe, and 
beyond.4 Various neurosci-
ence workflows have in 
common the need of being 
able to collect data at the 
edge (that is, instruments 
running measurements), 
moving it to a nearby or 
affiliated datacenter, and 
making it available for 
further compute-intensive 
processing and integra-
tion with other datasets. 
The latter may come from 
geographically distributed 
datacenters.

Figure 1 highlights the 
concept of Fenix that has 
been co-designed with neu-

process, which was initially 
driven by the Human Brain 
Project (HBP)—a flagship 
venture currently funded by 
the European Commission 
for a period of 10 years. Fe-
nix has been facilitating the 
design, implementation, 
and operations of domain-
specific (neuroscience) 
platform services. The 
need to federate services 
arose from a collabora-
tion between scientists 
working on, for example, 
a Brain Atlas, an HBP plat-
form service that requires 
integration of data from a 
variety of research teams 

T
O A D D RE SS 

IN CR E A SING  de-
mands of vari-
ous research 
communities 
for computing 

and storage services, six 
leading European super-
computing centers began 
harmonizing and federat-
ing their e-infrastructure 
services portfolio with 
the goal of supporting 
a variety of science and 
engineering communities. 
Barcelona Supercomput-
ing Centre (BSC) in Spain, 
France’s Commissariat 
à L’énergie atomique et 
aux énergies alternatives 
(CEA), Italy’s Supercom-
puting Centre (CINECA), 
Finland’s Supercomputing 
Centre (CSC), the Swiss 
National Supercomputing 
Centre (CSCS), and Juelich 
Supercomputing Centre 
(JSC) in Germany, have 
aligned high-end comput-
ing and storage services to 
facilitate the creation of 
the Fenix Research Infra-
structure, which has been 
making resources available 
at scale to research com-
munities since 2018.2

Characterized by differ-
ent types of data reposito-
ries, scalable supercomput-
ing systems, and private 
cloud instances, the Fenix 
portfolio is complemented 
by a federated identity and 
access management sys-
tem.3 Presently, a diverse 

Fenix: A Pan-European Federation 
of Supercomputing and Cloud 
e-Infrastructure Services
BY SADAF R. ALAM, JAVIER BARTOLOME, MICHELE CARPENE,  
KALLE HAPPONEN, JACQUES-CHARLES LAFOUCRIERE, AND DIRK PLEITER

HPC Outlook  |  DOI:10.1145/3511802 

Figure 1. The Fenix consortium, and its federated and 
e-Infrastructure services portfolio.

http://dx.doi.org/10.1145/3511802
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roscience and other similar 
use cases, for instance, the 
Materials Cloud, which 
is a platform designed to 
enable open and seamless 
sharing of resources for 
applications in materi-
als modeling, exploiting 
supercomputing and cloud 
computing resources.5 
The initial instantiation 
of Fenix is funded under a 
specific grant agreement 
of the HBP named the 
Interactive Computing 
E-Infrastructure (ICEI). 
Breakthrough scientific 
research exploiting Fenix 
resources has been docu-
mented at https://fenix-ri.
eu/infrastructures/success-
stories. For instance, an 
open source platform for 
constructing and simulat-
ing personalized brain 
network models using 
Fenix resources supports 
The Virtual Brain (TVB) 
workflows. The success-
ful reconstruction and 
simulation of the cerebel-
lar neurons and networks 
is another example. Both 
TVB and the Cerebellar 
Modelling Hub are part of a 
digital research infrastruc-
ture called EBRAINS, which 
has been included in the 

2021 Roadmap of the Eu-
ropean Strategy Forum on 
Research Infrastructures 
(ESFRI). The Fenix storage 
services have been used 
to share results of SARS-
CoV-2 virus investigations. 
These projects highlight 
that Fenix resources not 
only enable access to HPC 
and cloud resources but are 
also on the critical path for 
realizing sustainable, digi-
talized research platforms 
for diverse scientific com-
munities.

Federated Identity,  
Access, and Resource 
Management
Fenix leverages the Euro-
pean Authentication and 
Authorisation for Research 
and Collaboration (AARC) 
project’s blueprint architec-
ture for establishing feder-
ated identity and access 
management services.1 As 
shown in Figure 2, the cen-
tral proxy service is provided 
by GÉANT that manages 
one of the largest academic 
and research networks. The 
solution offers multiple 
levels of assurance and trust 
across the hosting sites as 
Identify Providers (IdPs) 
and communities such as 

the HBP IdP. Fenix User and 
Resource Management Ser-
vices (FURMS) provides fed-
erated access management 
to HPC and cloud resources. 
The core objectives of Fenix 
federation are a uniform 
experience for users, and 
extensibility such that Fenix 
AAI can be leveraged by the 
community or domain-spe-
cific platform development 
teams transparently. Fenix 
AAI facilitates identification 
and authentication of users 
by federating multiple IdPs, 
validating user profiles, 
maintaining a registry 
of usage agreement and 
policies, and the general 
Fenix usage agreement. 
FURMS provides central 
accounting, budgeting, 
and reporting mechanisms 
at different granularities 
(research groups or com-
munities) and offers secure, 
role-based access controls. 
Furthermore, it serves as an 
attributes provider needed 
for authorization of Fe-
nix services, for instance, 
secure ssh key management 
for HPC.  
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Figure 2. Fenix AAI and FURMS implementation compliant with AARC Blueprint Architecture.
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 ˲ Localization of unheard 
precision,

 ˲ Sensing—not only radio 
and camera sensing, and

 ˲ Gesture recognition—
also emotions.

How can we provide 
these new qualities without 
compromising legal and 
societal requirements, for 
example, General Data 
Protection Regulation 
(GDPR)? Every opportunity 
of improving sensing is an 
opportunity for spying. 
Trustworthiness for 6G is 
key. It comprises:

cannot be broken even by 
quantum computers of 
arbitrary complexity. One 
important feature of 6G is 
resilience by design. This is 
particularly interesting since 
the successful execution of 
jamming attacks by an at-
tacker cannot be detected by 
Turing machines.6

However, we must not 
only design systems that 
are robust against attacks 
from the outside, but also 
from within. Many crypto-
graphic tasks have emerged 
in the last decade. Impor-
tant examples are oblivious 
transfer, secure computing, 
bit commitment, and 
information masking. 
These tasks involve two or 
more untrusted parties 
with different types of 
behavior.1 Some of the 
parties may be dishonest or 
even jam the communica-
tion system. It is well 
known that oblivious 
transfer is the most 

 ˲ Privacy
 ˲ Security
 ˲ Integrity
 ˲ Resilience
 ˲ Reliability
 ˲ Availability
 ˲ Accountability
 ˲ Authenticity
 ˲ Device independence

Mathematical  
Frameworks
For communication tasks 
beyond Shannon’s theory for 
message transmission, like 
event-driven-communica-
tion, transmission of status 
states, and joint communi-
cation and sensing, we must 
develop a Post-Shannon 
information theory. Several 
Post-Shannon transmis-
sion and storage schemes 
achieve exponential gains 
compared to the Shannon 
and Turing approaches.2,6 
Besides, initial Post-Shan-
non transmission methods 
allow a secure transmis-
sion of information, which 

T
HE  F IR ST TWO 

generations of 
cellular—
1G/2G—en-
abled ubiqui-
tous voice 

connectivity. 3G/4G enabled 
broadband Internet. Even 
generations introduced 
services for business 
customers, and odd 
generations democratized 
them for consumers. 5G is 
enabling network-con-
trolled robotics and XR, the 
Tactile Internet for busi-
ness verticals,4 and 6G will 
democratize this for 
consumers. One main 
avenue for achieving this is 
cost reduction.6 Another 
avenue is radio access with 
joint communications and 
sensing.7 New services are 
envisioned, such as low-
altitude air traffic control, 
detecting, for example, bird 
migration and adapting 
drone services accordingly.

Not only data but 
physical and virtual objects 
will be controlled with 6G. 
This requires addressing 
trustworthiness of the 
system and its services at an 
unprecedented level. 
Indeed, trustworthiness 
must be understood in a 
new context, as we envision:

On 6G and Trustworthiness
BY GERHARD P. FETTWEIS AND HOLGER BOCHE

6G Technology | DOI:10.1145/3512996

Every opportunity of improving 
sensing is an opportunity  
for spying. Trustworthiness  
for 6G is key.

The trustworthiness of 6G technology has crucial implication. The University of Oulu in Finland 
recently acquired a self-driving car from Toyota to be used as a piece of research equipment where 
researchers can install their own instruments for testing. 
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powerful cryptographic 
two-party primitive.

We must develop new 
information theoretic tools 
to achieve oblivious transfer, 
secure computation, and 
information masking under 
real-world communication 
conditions.10 Combining 
quantum communication 
with classical communica-
tion offers additional 
advantages. It is an interest-
ing research question if one 
can combine tools from 
quantum information theory 
like entanglement with 
classical tools from the 
theory of zero-knowledge 
proofs to achieve device and 
hardware independent 
trustworthiness.

Platforms for  
Trustworthiness
Building a computing 
platform for trustworthiness 
poses enormous challenges; 
new tools are required, as 
previously noted. Some ma-
jor ones are:

1. The hardware/operat-
ing system platform must be 
trustworthy. Today’s sepa-
rate design must change to 
an integrated approach.3

2. Isolation (“bar-
rier skin”5) must guarantee 
GDPR conformance, for any 
(cloud) services.

3. With increasing sensing 

capabilities of terminals, the 
raw sensing data must be iso-
lated (for example, encrypt-
ed11) at the source. Special-
ized processing containers 
in the edge or in terminals 
will ensure, for example, 
that identity and location are 
only accessed by approved 
services. The orchestration 
could be carried out by a 
meta operating system.12

4. Integrity will be a major 
issue. Current cellular stan-
dards are written in English 
text—not machine readable. 
6G must be specified in an 
ontology that allows formal 
verification and cross-checks 
of implementation code, 
including updates. This 
ensures trust in cellular 
infrastructure adhering to 
specification.9

5. Reliability and avail-
ability will not only be a 
challenge to be served at the 
network layer, but also at the 
radio layer.8

6. Network resilience has 
always been key for telecom-
munications. But this must 
be extended to the Radio Ac-
cess Network as 6G will con-
trol mobile robots, including 
classical steps: monitor, 
respond, and counter.

7. An open question re-
gards device independence: 
Can this be addressed in 
the context of trustworthi-

ness, or must standardized 
platforms be adopted?

Must the network receive 
a new functional layer? Not 
only addressing network 
management and service 
delivery, but trustworthiness 
and integrity as a separate 
functionality, as illustrated 
in the accompanying figure.

Conclusion
The step from 5G to 6G is 
not small, in fact, it’s huge; 
as the vision of 6G enabling 
personal mobile robotics 
and XR requires far more 
than an “update.” Maybe 
even a new layer in net-
work operations should be 
included, as trustworthiness 
will be a process not only for 
designing systems but must 
also be guaranteed during 
services. This is a grand chal-
lenge for electrical and com-
puter engineering.  

The step from 5G to 6G is not 
small, in fact, it’s huge; as the 
vision of 6G enabling personal 
mobile robotics and XR requires 
far more than an “update.”

Projected need for introducing a new Trustworthiness Management Layer (green).
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for networking increas-
ingly autonomous IoT 
devices, and cyber-physi-
cal production systems 
(CPPS) where simulations 
(“Digital Twins”) help 
monitor, predict, and 
control physical produc-
tion systems. Moreover, 
personalized and context-
specific “assistants” and 
related organization 
forms should enable “new 
work” settings.

Yet, the vision of 
Industry 4.0 is far from 
being realized. In the 
research cluster “Integra-
tive Production Technol-
ogy for High-Wage 
Countries” (2006–2018),2 
the mapping of interdisci-
plinary models together 
with advanced mathemat-
ical techniques for 
model-order reduction 
not only resulted in much 

To create real added 
value from the gigantic 
amounts of data that exist 
in all areas of produc-
tion, a complete Digital 
Twin seems completely 
unrealistic due to the 
size of high-resolution 
databases, network over-
load, security, and data 
sovereignty concerns. 
Instead, the IoP approach 
circumscribes a near 
real-time digital repre-
sentation of the WWL by 
a large collection of inter-
related Digital Shadows 
(DS) as depicted in Figure 
2. As task- and context-
dependent, purpose-
driven, aggregated, and 
persistent datasets, DS 
encompass a complex 
reality from multiple 
perspectives in a more 
compact fashion and with 
better performance than 

more realistic models, but 
also accelerated their 
simulation by up to five 
orders of magnitude. 
Meanwhile, data-driven 
analytics and machine 
learning (ML) entered the 
production landscape. 
The Excellence Cluster 
“Internet of Production” 
(IoP, 2019–2025)4 aims at 
a new level of digital 
collaboration with data, 
models, and knowledge in 
production. The core idea 
is establishing a “world-
wide lab” (WWL) for 
cross-domain learning, 
breaking down current 
data silos (see Figure 1). A 
WWL combines data 
analytics, domain-specific 
models, and expert 
knowledge, and sharing 
of the gained know-how 
for a large industrial 
domain.

M
A K IN G A 

HIGH- QUAL-

ITY  gear 
cannot be 
learned 
simply 

from an Internet search. 
You may find guidelines, 
papers, rules, lectures, 
and videos. However, 
applying this general 
knowledge to a specific 
production process and 
dealing with uncertainties 
and disruptions requires 
special know-how, most of 
which resides in people’s 
heads and networks and is 
acquired to a large extent 
through “learning by 
doing.”

Over 10 years ago, the 
vision of Industry 4.05 was 
announced at the Han-
nover Fair 2011 as part of 
the German/European 
High-Tech Strategy and 
adopted internationally 
by the Japanese Industrial 
Value Chain Initiative, the 
Advanced Manufacturing 
Initiative in the U.S., the 
Chinese Made in China 
2025 strategy, the South 
Korean Manufacturing 
3.0, and the U.K.’s 
High-Value Manufactur-
ing Catapult research 
center. This “fourth 
industrial revolution” 
follows the earlier stages 
of mechanization (steam 
engine), mass production 
(assembly lines), and 
IT-based electronic 
automation. Core ele-
ments of Industry 4.0 
include a reference 
architecture (RAMI 4.0) 

Internet of Production—Entering 
Phase Two of Industry 4.0
BY GERTRUDE KAPPEL, CHRISTIAN BRECHER, MATTHIAS BROCKMANN, AND ISTVÁN KOREN

Industry Visions  |  DOI:10.1145/3514093  

Figure 1. The worldwide lab of production is a breeding ground for innovation and cross-domain 
learning. Source: Martin Riedel.
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Shadows as an important 
novel computer science 
abstraction for represent-
ing and sharing CPPS 
knowledge in future 
production environ-
ments.  
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a fully integrated Digital 
Twin. From a production 
management perspective, 
DS can be interpreted as 
mediators between the 
vast amounts of heteroge-
neous data and detailed 
production engineering 
models with the needed 
granularity level.8

DS research involves 
several CS disciplines.1 
From a data management 
and AI perspective, a DS is 
an extended database 
view, comprising a 
defining reduced math-
ematical or ML model 
(view definition query) 
and its partial stored 
answer (materialization).6 
From a model-driven 
software engineering 
perspective, traceability/
provenance and cross-
view interrelationships 
between different DS 
need to be managed. To 
complete the infrastruc-
ture,7 process mining 
creates and interprets DS 
on large-scale event 
sequences. HCI considers 
user interfaces to DS, and 
communication engineer-
ing studies DS as wrapped 
objects of transportation, 
protection, and storage in 

a network. 
In the IoP cluster, more 

than 30 IoP institutes 
from different disci-
plines, such as computer 
science, engineering, 
material science, econom-
ics, and social sciences, as 
well as more than 50 
industrial partners 
contribute competence in 
an iterative exploration 
and validation process, 
studying over a dozen 
interdisciplinary use 
cases. Application 
examples in aircraft 
turbine production, steel 
rolling, plastics and 
textile engineering, as 
well as electric car 
life-cycle engineering 
improve traditional KPIs 
such as quality, cost or 
efficiency, but also 
address important 
sustainability goals such 
as waste avoidance, 
energy saving, and CO2 
reduction. Initial indus-
trial uptake is happening 
by SMEs and start-ups, 
but also in the context of 
industry platforms such 
as the Volkswagen 
“Industrial Cloud,” the 
BMW “Open Manufactur-
ing Platform,” or the 

alliance-driven “ADA-
MOS” Industrial IoT 
platform. They enable 
new engineering solu-
tions, for example, a new 
form of condition moni-
toring for a wide field of 
engineering applications. 

In the future, the value 
of real production 
data—labeled by means 
of a suitable standard—
will increase drastically. 
To create and fairly 
capture this added value, 
the world of production in 
academia and industry 
must advance toward a 
trustworthy WWL. Beyond 
integrating engineering 
and CS/AI research, this 
requires more socioeco-
nomic research in 
considering DS as social 
objects of human work, 
and as the units of trade 
in business models. In 
summary, we understand 
the concept of Digital 

The vision of Industry 4.0  
is far from being realized.

Figure 2. Concept of the Digital Shadow in production. Source: Cluster of Excellence “Internet of 
Production.”
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ment mechanisms, Quality 
of Service (QoS) and Quality 
of Experience (QoE) man-
agement, network security 
and many other tasks.1 On 
the industrial side, AI is 
slowly complementing 
traditional networking ap-
proaches worldwide: Small 
Medium Enterprises (SMEs) 
and start-ups are develop-
ing AI solutions to deal with 
specific use cases, tradition-
al networking vendors are 
evolving their products to 
support AI tools, and major 
cloud/software providers 
are adapting AI tools to 
be used in the networking 
domain. This is also the 
case for telephone service 
providers (telcos), which are 
exploring the application of 
AI algorithms through inter-
nal research and innovation 
(R&I) projects. For instance, 
our group is working on 
AI-based approaches in 
many use-cases focusing on 
realistic environments and 
applications (for example, 
Kattadige et al.2 and Perino 

property inference or data 
reconstruction attacks, and 
adversarial learning, can 
reveal different aspects of 
the data used (for example, 
which specific users’ data 
were used for model train-
ing), the values of their data 
attributes, and even user 
patterns such as their mobil-
ity or browsing behavior. 
Therefore, the use of AI 
techniques can impact user 
privacy more strongly than 
traditional data analysis 
methods since AI models 
can distill information from 
multiple data sources and 
infer rich patterns regarding 

et al.5), partially in collabo-
ration with other European 
partners in the context of 
European R&I actions.b

What about my privacy? 
AI models and tools are 
potentially vulnerable, 
and their usage introduces 
new attack vectors for 
telco environments. For 
instance, membership and 

b CONCORDIA (https://www.
concordia-h2020.eu), DAE-
MON (https://h2020daemon.
eu), ACCORDION (https://www.
accordion-project.eu), CHARITY 
(https://www.charity-project.eu/
en), SPATIAL (https://spatial-
h2020.eu)

T
E LCO N E T-

WORK S A ND 

systems 
evolved over 
the years to 
deal with novel 

services. Today, they are 
highly complex, distributed 
ecosystems composed of 
very diverse sub-environ-
ments (see Figure 1). They 
include myriad types of de-
vices, connectivity means, 
protocols, and infrastruc-
tures often managed by 
different teams with varying 
expertise and tools, or even 
different companies.

Traditional network 
management solutions (for 
example, network over-
provisioning, rule-based 
systems, reactive approach-
es) are reaching their limits 
in dealing with this complex 
ecosystem. Novel solutions 
are required to guarantee 
strict service requirements 
and effective resource man-
agement, especially in cases 
where entities have a partial 
view of the system.

AI to the rescue? In 
the last decade, we have 
witnessed a growing inter-
est within the networking 
research community toward 
artificial intelligence (AI),a 
whose techniques have 
been applied to a wide 
range of use cases: network 
optimization, routing, 
scheduling algorithms, 
resource and fault manage-

a We refer to artificial intelligence 
as the set of tools falling in the 
category of machine learning 
and deep learning.
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AI models and tools  
are potentially vulnerable,  
and their usage introduces  
new attack vectors for  
telco environments.

Figure 1. High-level view of the complexity of telcos’ networks and systems with a large variety of 
devices, connectivity means, protocols, and infrastructures.
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their data owners. Further 
exacerbating the privacy 
problem, data and model 
poisoning attacks can even 
manipulate AI models to 
take adversarial decisions 
for targeted users. Thus, re-
cently enforced data privacy 
regulations (first in EU with 
GDPR and e-Privacy, since 
2020 in U.S. with CCPA, and 
elsewhere in the world) at-
tempt to mitigate these risks 
with specific guidelines to 
data operators/processors 
using AI methods.

To address this chal-
lenge, to follow regula-
tions, and to build systems 
able to guarantee privacy 
by design, the R&I com-
munity is investigating the 
use of privacy-preserving AI 
(PPAI) methods, including 
techniques such as feder-
ated learning (FL), differ-
ential privacy, policy-based 
AI, and trusted execution 
environments (TEEs).

Our research group is 
building on these tech-
niques with focus on the 

complex telco ecosystems. 
Indeed, the capabilities 
at the edge and network 
devices (for example, IoT, 
phones, routers, antennas) 
can be used to perform the 
computation of AI models 
in a distributed hierarchi-
cal fashion without the 
need of sharing the data, 
and thus limiting the risk 
of private information 
leakage. This could also 
be done following an “as 
a service” approach to 
facilitate AI model building 
in a collaborative fashion 
between companies and 
mitigating attacks against 
FL model building using 
TEEs, as shown in our 
recent works3,4 and Figure 
2). Furthermore, there are 
major trade-offs between 
privacy and utility of PPAI,6 
and especially when intro-
ducing hierarchies in the 
FL process.

What’s Next?
R&I is still needed to create 
autonomous, intelligent, 

and yet fully privacy-preserv-
ing and secure telco “net-
works.” Creating custom-
ized AI-based approaches 
that tackle the specific 
challenges of network-relat-
ed problems require more 
work. Particular attention 
should be devoted to the 
trade-off between creating 
complex tools that guar-
antee the required level of 
performance and robust-
ness, and tools that network 
engineers trust and use. 
Interestingly, for many 
scenarios, it is still unclear 
whether AI is superior to 
traditional approaches, and 
how to seamlessly comple-
ment traditional methods 
with AI.

Further R&I is also 
required to design PPAI 
mechanisms suitable 
for these environments, 
including hierarchical FL, 
on-device training optimi-
zations, or adaptive mecha-
nisms able to deal with 
heterogeneous computing 
environments.  

Figure 2. Example of Privacy Preserving Federated Learning in a telco network. Federated Learning is provided in an “as a service” 
approach with potential attacks mitigated by the usage of TEEs, data noise, and hierarchical model building.
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mental sustainability. The 
vision is to lead the world 
in researching, developing, 
and deploying value-driven 
trustworthy AI, data, and 
robotics based on funda-
mental European rights, 
principles, and values.

The partnership is unique 
in bringing together AI, data, 
and robotics disciplines 
within a single initiative 
with a budget of €2.6 billion 
(US $3 billion). Adra repre-
sents the private side of the 
partnership and developed 
the Strategic Research, In-
novation and Deployment 
Agenda (SRIDA)4 to guide the 
partnership’s work.

To achieve this vision, a 

will only accept AI, data, 
and robotics products and 
technologies when they 
both trust them and see 
their value.

The AI, Data and Robot-
ics Innovation Ecosystem 
Enablers represent activi-
ties in the ecosystem that 
underlie innovation across 
sectors and from research 
to deployment. To meet 
the goal, a substantial 
development in skills and 
knowledge is needed in 
European industry. For 
AI, data, and robotics to 
develop further, large 
volumes of cross-sectorial, 
unbiased, high-quality, 
and trustworthy data must 
become available. Data 
spaces, platforms, and 
marketplaces are enablers, 
the key to unleashing the 
potential of such data.1 
Experimentation and 
sandboxes are critical for 
ADR-based innovation be-
cause of the need to deploy 
in complex physical and 
digital environments.

Cross-Sectorial AI, Data 
and Robotics Technology 
Enablers represent the core 
technical competencies 
essential for developing 
successful AI, data, and 
robotics systems, services, 
and products. The sensing 
and perception, and knowl-
edge and learning technol-
ogy enablers create the data 
and knowledge on which 
decisions are made. These 
are used by the reasoning 
and decision-making tech-
nologies to deliver; edge 

better-integrated ecosystem 
must evolve. Figure 2 depicts 
the context for the partner-
ship by clustering the pri-
mary areas of importance 
for AI, data, and robotics 
research, innovation, and 
deployment into three over-
arching areas of interest.

The European AI, Data 
and Robotics Framework 
shows the legal and societal 
context of ADR’s impact 
on stakeholders and users 
of ADR-enabled products 
and services. Products and 
services based on AI, data, 
and robotics must be based 
on values compatible with 
principles for European 
rights and values.2,3 Users 

I
N HER 2020 State 
of the Union 
Address,a Presi-
dent of the Euro-
pean Commission 
von der Leyen 

called for Europe to lead the 
way on digital in the areas 
of data and artificial intel-
ligence (AI). Artificial intel-
ligence, data and robotics 
(ADR) present an oppor-
tunity and a challenge for 
Europe, a chance to improve 
the competitiveness of the 
European public and private 
sectors, and a challenge to 
translate Europe’s core AI, 
data, and robotics strengths 
into a global market advan-
tage (see Figure 1).

Working together, the 
Big Data Value Association 
(BDVA), the Confederation 
of Laboratories for Artifi-
cial Intelligence Research 
in Europe (CLAIRE), the 
European Laboratory for 
Learning and Intelligent 
Systems (ELLIS), the Euro-
pean Association for Arti-
ficial Intelligence (EurAI), 
and the European Robotics 
Association (euRobotics) 
have founded the AI, Data 
and Robotics Association 
(Adra) in order to estab-
lish an effective European 
Partnership on AI, Data and 
Robotics with the European 
Commission. The objective 
is to strengthen European 
competitiveness, societal 
well-being, and environ-

a https://ec.europa.eu/commission/ 
presscorner/detail/en/
SPEECH_20_1655
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other, and there are no 
clear boundaries. Indeed, 
exciting advances are most 
often made in the intersec-
tions between these five 
areas and the system-level 
synergies that emerge from 
their interconnections.

Conclusion
The partnership on AI, data, 
and robotics will mobi-
lize the ADR ecosystem in 
Europe to provide strong 
leadership in these areas, 
both in science, innovation, 
and deployment. It will cre-
ate dialogues that address 
fundamental issues around 
deployment and citizen 
trust in AI. It will enable 
a rich AI, data, and robot-
ics innovation ecosystem 
built on Europe’s many 
strong components, from 
its strong academic excel-
lence, strong skills pipeline, 
and global companies to its 
innovation-driving regula-
tion and standards coupled 
to best practice.  
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and cloud-based decision  
making, planning, search 
and optimization in sys-
tems, and the multilayered 
decision-making necessary 
for AI, data and robotics 
systems operating in com-
plex environments. Action 
and interaction covers 
the challenges of human 

interaction, machine-to-
machine inter-operation, 
and machine interaction 
with the human environ-
ment, which can be even 
physical in the case of 
robotics applications. 
Finally, systems, meth-
odologies, hardware, and 
tools provide methods 

that enable the construc-
tion and configuration 
of systems by integrating 
technologies into systems 
and ensuring core systems 
properties, such as safety, 
robustness, dependabil-
ity, and trustworthiness, 
are met. Each technical 
enabler overlaps with the 

This work is licensed under 
a Creative Commons 

Attribution 4.0 International License.  
http://creativecommons.org/licenses/by/4.0/

Figure 1. Challenges for adoption of AI, data, and robotics in Europe.
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particular aims at a new lev-
el of AI—a “broad AI”—with 
considerably enhanced and 
broader capabilities for 
skill acquisition and prob-
lem solving.3 We contrast 
“broad AI” to “narrow AI,” 
which are the AI systems 
currently applied. A broad 
AI considerably surpasses 
a narrow AI in the follow-
ing essential properties: 

when learned models must 
quickly adapt to new situ-
ations, for new customers, 
new products, new process-
es, new workflows, or new 
sensory inputs.

With the advent of large 
corpora of unlabeled data 
in vision and language, self-
supervised learning based 
on contrastive learning 
became very popular. Either 
views of images are con-
trasted with views of other 
images or text descriptions 
of images are contrasted 
with text descriptions of 
other images. Contrastive 
Language-Image Pre-
training (CLIP)10 yielded 
very impressive results at 
zero-shot transfer learning. 
The CLIP model has the po-
tential to become one of the 
most important foundation 
models.2 A model with high 
zero-shot transfer learning 

knowledge transfer and in-
teraction, adaptability and 
robustness, abstraction and 
advanced reasoning, and 
efficiency (as illustrated in 
the accompanying figure). A 
broad AI is a sophisticated 
and adaptive system, which 
successfully performs any 
cognitive task by virtue 
of its sensory perception, 
previous experience, and 
learned skills.

To improve adaptability 
and robustness, a broad 
AI utilizes few-shot learn-
ing, self-supervised learning 
with contrastive learning, 
and processes sensory 
inputs using context and 
memory. Few-shot learning 
trains models with a small 
amount of data using prior 
knowledge or previous ex-
perience. Few-shot learning 
has a plethora of real-world 
applications, for example, 

D
E S P I T E  B I G 

S U C C E S S E S 

in artificial 
intelligence 
(AI) and deep 
learning, there 

have been critical assess-
ments made to current 
deep learning methods.8 
Deep learning is data 
hungry, has limited knowl-
edge transfer capabilities, 
does not quickly adapt to 
changing tasks or distribu-
tions, and insufficiently 
incorporates world or 
prior knowledge.1,3,8,14 
While deep learning 
excels in natural language 
processing and vision 
benchmarks, it often un-
derperforms at real-world 
applications. Deep learn-
ing models were shown 
to fail at new data, new 
applications, deployments 
in the wild, and stress 
tests.4,5,7,13,15 Therefore, 
practitioners harbor doubt 
over these models and 
hesitate to employ them in 
real-world application.

Current AI research has 
tried to overcome the criti-
cisms and limitations of 
deep learning. AI research 
and machine learning in 
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A broad AI is a sophisticated 
and adaptive system, which 
successfully performs any 
cognitive task by virtue of its 
sensory perception, previous 
experience, and learned skills.
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performance is highly adap-
tive and very robustness, 
thus is supposed to perform 
well when deployed in real-
world applications and will 
be trusted by practitioners.

A broad AI should 
process the input by us-
ing context and previous 
experiences. Conceptual 
short-term memory9 is a 
notion in cognitive science, 
which states that humans, 
when perceiving a stimu-
lus, immediately associate 
it with information stored 
in the long-term memory. 
Like humans, machine 
learning and AI methods 
should “activate a large 
amount of potentially 
pertinent information,”9 
which is stored in episodic 
or long-term memories. 
Very promising are Modern 
Hopfield networks,11,12,16 
which reveal the covari-
ance structures in the data, 
thereby making deep learn-
ing more robust. If features 
co-occur in the data, then 
modern Hopfield networks 
amplify this co-occurrence 
in samples that are re-
trieved. Modern Hopfield 
networks are a remedy 
for learning methods that 
suffer from the “explaining 

away” problem. Explaining 
away is the confirmation 
of one cause of an ob-
served event that prevents 
the method from finding 
alternative causes. Explain-
ing away is one reason for 
short-cut learning5 and the 
Clever Hans phenomenon.7 
Modern Hopfield networks 
avoid explaining away via 
the enriched covariance 
structure.

Graph neural networks 
(GNNs) are a very promising 
research direction as they 
operate on graph structures, 
where nodes and edges are 
associated with labels and 
characteristics. GNNs are 
the predominant models 
of neural-symbolic com-
puting.6 They describe the 
properties of molecules, 
simulate social networks, 
or predict future states in 
physical and engineering 
applications with particle-
particle interactions.

Europe’s Opportunity  
for a Broad AI
The most promising ap-
proach to a broad AI is a 
neuro-symbolic AI, that is, 
a bilateral AI that combines 
methods from symbolic and 
sub-symbolic AI. In contrast 

to other regions, Europe has 
strong research groups in 
both symbolic and sub-sym-
bolic AI, therefore has the 
unprecedented opportunity 
to make a fundamental con-
tribution to the next level of 
AI—a broad AI.

AI researchers should 
strive for a broad AI with 
considerably enhanced 
and broader capabilities 
for skill acquisition and 
problem solving by means 
of bilateral AI approaches 
that combine symbolic and 
sub-symbolic AI.  
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While there are numerous demand-
ing aspects of the energy transition, there 
are several major problem areas which 
show why contributions from Energy 
Informatics are urgently needed:

Volatility. In tomorrow’s energy 
system, electric power will be provided 
mainly by photo-voltaic modules on 
rooftops and in larger field installa-
tions, and by wind power plants, 
onshore as well as offshore. Being 
weather-dependent, this energy supply 
is inherently volatile and only partially 
controllable. Therefore, the classic 
principle “supply follows demand” is no 
longer sufficient, rather we need to 
follow the supply with demand, which 
requires the demand side to become 
sufficiently flexible and adaptable. In 
this context, the optimal use of storage, 
for example batteries, will become very 
relevant.

Uncertainty. In addition to the 
increasingly intermittent character of 
renewable energy supply, predictions of 
energy supply and demand have 
become significantly more difficult. 
Beyond the weather-dependent 
uncertainty of supply, the behavior of 
consumers is changing—by using new 
applications such as heat pumps and 
electric vehicles, for example, and by 
using demand-side management in 
response to time-dependent pricing—
and hence no longer necessarily 
corresponds to standard load profiles. 
Therefore, the transition and distribu-
tion system operators as well as the 
balancing responsible parties need 
more information on the actual 
behavior of end customers and their 
actual energy schedules, and they must 
respond more dynamically and more 
often, almost in real time, to observed 
deviations from expected energy 
schedules.

Decentralization. While in traditional 
power grids electricity was generated by 
a few large power plants, fed into the 
highest voltage level grid, transmitted 
over long distances, and distributed 
locally down to the low voltage connec-
tion points of the end customer, in 
tomorrow’s power grid electricity will be 

THE INCREASINGLY VISIBLE effects of climate change 
necessitate a fundamental transformation of energy 
systems toward renewable sources. While the 
Fukushima event led to a particularly strong change in 
energy policies in Germany, resulting in the so-called 
Energiewende, or energy transition, the trend toward 
renewables is visible worldwide. Here, we outline how 
major challenges of the energy transition have led to a 
strong need for essential contributions from the 
computer science community to maintain stability 
and security of supply, particularly for the electric 
power grid. As a result, the new discipline of Energy 
Informatics has emerged which is addressing this 
highly interdisciplinary and dynamic field of research 
and development. I
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devices, including (smart) homes and 
buildings, industrial processes, and 
those related to the energy require-
ments of electric vehicles. For this, the 
computer science community is 
challenged to provide the necessary 
adequately designed methods and 
tools. In this way the tasks of informat-
ics are extended from information and 
communication technologies to 
operational technologies and even to 
real-time control, which underlines 
requirements for a joint multidisci-
plinary effort of computer scientists, 
power engineers, and control engi-
neers. Beyond technical problems they 
also must consider essential economic 
and legal issues in this highly regulated 
critical infrastructure. All of this is 
summarized in the term Energy 
Informatics. A simplified structural 
view on decentralized activities in the 
power grid is provided in Figure 1.

Essential Contributions  
of Energy Informatics
Due to strict space constraints, we can 
only highlight a few of the essential 
topics which have to be addressed by 
Energy Informatics and cannot include 
an adequate overview of the numerous 
European locations performing related 
research. Nevertheless, in addition to 
brief descriptions and examples of our 

generated at millions of low voltage 
locations where it will either be con-
sumed directly or fed into the grid, 
which will have to collect and (re)
distribute the energy bidirectionally. 
Local power in-feed can lead to conges-
tions due to insufficient cable capacity 
resulting in voltage increase. The 
opposite effect can occur because of the 
emergence of large new loads from 
recharging the batteries of electric 
vehicles. Both effects are hardly visible 
to the distribution system operators 
(DSOs), even if they have remote 
information about the status of their 
substations. Another implication of the 
trend from centralized to decentralized 
power generation is the gradual 
disappearance of large power plants as 
the traditional providers of ancillary 
energy system services, again leading to 
an increasing demand for flexibility in 
decentralized energy schedules.

Modified dynamic characteristics of 
the power system. Traditionally power 
systems have been controlled as 
electromechanical systems. A grid 
dominated by power electronics is 
rather a software-defined system that is 
capable of dynamic response way faster 
than a traditional grid based on large 
power plants. Hence, we need faster 
control responses and smarter IT 
solutions.8

Obviously, the essential prerequisite 
for dealing with these major problems 
is the availability of information on the 
status of all active components of the 
power grid, which shows the need for 
digitalization. But while in the tradi-
tional power grid the transmission 
system operators (TSOs) were respon-
sible for dealing with stability problems 
of frequency and voltage, in tomorrow’s 
grid the DSOs and even the energy 
managers of facilities, buildings, and 
homes will have to respond locally to 
such quality problems, mainly with 
respect to voltage but to some extent 
even in response to frequency devia-
tions as long as they are part of aggre-
gated service providers. Hence, there is 
an inherent need for an energy informa-
tion and control network with distrib-
uted system intelligence, and for a 
multitude of locations where adequate 
control decisions can be derived, mostly 
from locally available data.

Consequences. To cope with the 
inherent volatility, uncertainty, and 
decentralization of energy supply from 
renewable sources it is necessary to 
discover and exploit the flexibility of 
load schedules related to demand and 
supply. This can only be achieved by 
analysis of available data and by 
interaction with entities which are 
responsible for the operation of relevant 

Figure 1. Simplified structural view on activities in a decentralized power grid.
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own research we include links and 
references to related publications, 
projects, and institutions which provide 
further links to relevant research 
activities.

Provide adequate information on 
current and historic status of the energy 
system. The prerequisite for providing 
information is the availability of sensors 
like smart meters which can measure 
the current status of energy-relevant 
devices, and of an infrastructure for 
delivering measured data values to 
authorized recipients. A common 
requirement is the capability to support 
bidirectional exchange of information 
to transmit information on dynamic, 
time-variant tariffs from energy 
suppliers, or to send control signals 
from active external market partici-
pants (like Demand-Side Managers or 
DSOs) to controllable local systems. 
There is a range of topics related to the 
design and utilization of such an 
infrastructure, like concerns with 
respect to security and privacy, or the 
appropriate choice of temporal and 
spatial granularity of data (see, for 
example, Kroener et al.6).

Data analytics for energy status data. 
As energy-related data will be available 
at high spatial and temporal resolution, 
intelligent methods have to be designed 
for utilizing this valuable source of 
information. In this context, funded by 
the German Research Foundation 
(DFG), an interdisciplinary Research 
Training Groupa spread over 11 
research groups at Karlsruhe Institute 
of Technology is dedicated to informat-
ics methods for various challenges in 
the life cycle of energy status data, 
consisting of collection, analysis, 
deployment, and exploitation.

Innovative and scalable architectures 
for data platforms. The increased level of 
decentralization calls for scalable data 
platforms that are active mostly at the 
edge. Classical centralized SCADA 
architectures are not able to cope with 
the huge amount of data that must be 
processed. Solutions in these directions 
are emerging, mostly from the world of 
the open-source communities, as with 
the SOGNO projectb at Linux Founda-
tion Energy.

Modeling, (co-)simulation, and 

a https://www.energystatusdata.kit.edu
b https://www.lfenergy.org/projects/sogno/

prediction. The contributions of Energy 
Informatics crucially depend on 
adequate modeling and simulation of 
energy-relevant devices, systems, grids, 
and related processes, providing the 
ability to analyze and predict behavior 
under various conditions. This is 
particularly necessary for predicting 
potential congestions in the power grid, 
based on anticipated power flows in the 
grid and load profiles of relevant 
entities. New grid dynamics call for 
completely new modeling approaches 
for power systems, and corresponding 
software,7 which is also essential for the 
design of efficient wind energy systems, 
a major topic of the DTU Wind Energy 
Center.c Beyond the separate simulation 
of individual devices or aggregated 
entities, their interaction must be 
analyzed using co-simulation. As an 
example, the potential contribution of 
intelligent buildings for reducing 
congestion in the distribution grid can 
be investigated by a multihome 
simulation in combination with a 
simulation of the distribution grid.5 An 
interesting comparison of co-simula-
tion frameworks is provided in Stein-
brink et al.10 A particularly relevant 
modeling task is the discovery of the 
potential flexibility in the load profiles 
of entities (see Barth et al.1). Machine 
learning is essential for detecting 
degrees of freedom in the use of certain 
appliances by analyzing recorded load 
profile data streams (see Šikšnys9 and 
Förderer3).

Energy Management Systems (EMS). 
The anticipated energy information 
network with distributed system 
intelligence crucially depends on an 
efficient and effective management of 
energy at various levels of the grid. At 
the end-customer level a home, 
building, or facility EMS must provide 
effective visualization of the energy 
status and user-friendly interaction with 
humans to detect local preferences 
enabling adequate optimization of 
schedules for local supply and demand. 
The EMS has to serve as the digital 
connection point for the next layer (the 
DSO or the regional EMS), translating 
external requests for load changes into 
appropriate schedule changes for local 
devices. Such an EMS depends on the 
availability of data and methods for 

c https://windenergy.dtu.dk/english

The new discipline 
of Energy 
Informatics has 
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the strong need 
for essential 
contributions from 
the computer 
science community 
to maintain stability 
and security of 
supply, particularly 
for the electric 
power grid.
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communication technologies. The 
research aims at improving the trans-
port, distribution, storage, and use of 
electricity and thus supports the energy 
transition.

C/sells, SINTEG. In large-scale tests 
for the energy supply of the future and 
the digitalization of the energy sector in 
the German-funded Smart Energy 
Showcase—Digital Agenda for the Energy 
Transition (SINTEG)j program, more 
than 300 companies, research institu-
tions, and municipalities worked 
together from 2016 to 2020. They 
formed five model regions, in which 
they developed and tested solutions for 
the energy supply of the future. To take 
an example, the C/sellsk project focused 
on developing a smart, cellular energy 
system, supported by an infrastructure 
system that enabled data to be ex-
changed securely between different 
cells, and a coordination sequence 
through which grid operators could 
communicate and act quickly, and for 
the most part autonomously. It also 
involved platforms for trading regional 
energy and flexibilities, leading to new 
services and products.

European projects. There are a 
considerable number of research 
projects on Energy Informatics funded 
through the EU’s eighth Framework 
Programme Horizon 2020. One of the 
largest is the currently active One 
Network for Europe (OneNet) project.l Its 
scope is to create a fully replicable and 
scalable architecture that enables the 
whole European electrical system to 
operate as a single system in which a 
variety of markets allows the universal 
participation of stakeholders at every 
level, from small consumers to large 
producers, regardless of their physical 
location (see Figure 3). Led by the 
Fraunhofer Institute for Applied 
Information Technology, the project 
brings together a consortium of over 70 
partners, including grid operators, key 
IT players, leading research institu-
tions, and two European associations 
for grid operators. OneNet aims at 
creating the conditions for a new 
generation of grid services able to fully 
exploit demand response, storage, and 
distributed generation while creating 

j http://www.sinteg.de/en/
k https://www.csells.net/en/
l https://onenet-project.eu/

data analysis, simulation, prediction, 
and optimization. An example of such 
an EMS is the Organic Smart Home,d 
which has been developed in a se-
quence of smart grid projects. A sample 
architecture for the interaction between 
an external market participant and a 
local charging station for an electric 
vehicle (EV) via a smart meter gateway 
and a local EMS is shown in Figure 2.

Cyber security issues. The inherently 
growing intrusion of information and 
communication technologies into 
energy systems inevitably leads to new 
vulnerabilities of this highly critical 
infrastructure. Therefore, security, 
safety, and data protection have 
emerged as essential topics for the 
design and operation of smart energy 
grids. A particular challenge is to 
reconcile the seemingly contradictory 
requirements for functionality, real-
time capability, privacy protection, and 
robustness against attacks and disrup-
tions. Distributed energy systems 
should not only have a secure IT 
infrastructure, but also be resilient 
since attacks cannot be completely 
avoided. Relevant research on security 
issues is available from the German 
Competence Center for Applied 
Security Technologies,e the Queen’s 
University Belfast center for Secure 
Digital Systems,f and the Norwegian 
Department of Information Security 
and Communication Technology.g

d https://organicsmarthome.fzi.de/
e https://zentrum.kastel.kit.edu/english/index.

php
f https://pure.qub.ac.uk/en/organisations/se-

cure-digital-systems-sds/
g https://www.ntnu.edu/iik/

Regional Community  
on Energy Informatics
There is a growing research community 
on Energy Informatics in Europe which 
emerged mainly in the last decade. For 
example, the German Informatics 
Society established a special interest 
group on Energy Informatics which has 
strong ties with the newly formed ACM 
SIG Energy and its flagship conference, 
ACM e-Energy. Based on a joint Ger-
man-Austrian-Swiss initiative, the 
DACH+ conference series on Energy 
Informaticsh evolved as an annual 
conference, moving cyclically through 
Germany (where it started in 2012), 
Austria, and Switzerland. Its objectives 
are to promote the research, develop-
ment, and implementation of informa-
tion and communication technologies 
in the energy domain and to foster the 
exchange between academia, industry, 
and service providers in the German-
Austrian-Swiss region and its neighbor-
ing countries.

Large Infrastructures and Projects 
for Research on Energy Informatics
Energy Lab 2.0. The Energy Lab 2.0i at 
KIT is one of Europe’s largest research 
infrastructures for renewable energy 
and the energy transition. The intelli-
gent networking of environmentally 
friendly energy generators and storage 
methods are investigated. In addition, 
energy systems of the future are 
simulated and tested based on real 
consumer data.4 A plant network links 
electrical, thermal, and chemical energy 
flows as well as new information and 

h https://energy-informatics2021.org/
i https://www.elab2.kit.edu/

Figure 2. EV-charging controlled by an EMS with respect to directives from an active 
External Market Participant via a smart meter gateway complying also with consumer 
preferences (taken from Kroener et al.6)
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fair, transparent, and open conditions 
for the consumer.

Conclusion and Open Issues
The energy transition toward renew-
ables is driving the energy system into 
an epochal transformation of its basic 
principles. The outlined combination 
of challenges can only be addressed 
through a real multidisciplinary 
approach and strong cooperation 
among the different energy sectors 
necessarily based on thorough digitali-
zation. Energy Informatics can be seen 
as the main enabler that orchestrates all 
other elements and promises increased 
efficiency, new sources of load flexibil-
ity, and the necessary resilience to cope 
with inevitable local disturbances in a 
highly decentralized system. Tomor-
row’s energy system must be at least as 
reliable as the current one: new 
solutions are needed to go beyond the 
current practice, and in addition, lack 
of implementation competence in the 
field considering more complex system 
structures further increases the 
challenges of the transition. Beyond the 
gradual transformation of existing 
structure and management of energy 
systems there are also approaches to 

design a fundamentally new type of 
power grid, inspired by the principles of 
the Internet of Data, dealing with 
energy packets and storage at every 
node of the grid (see De Din2), but it 
remains completely open to what extent 
this will lead to a viable concept. At 
least, intelligent utilization of ubiqui-
tously available storage, mobile within 
EVs and stationary within buildings, 
will play a major role in tomorrow’s 
energy system.  

References
1. Barth, L., Hagenmeyer, V., Ludwig, N., and Wagner, 

D. How much demand side flexibility do we need? 
Analyzing where to exploit flexibility in industrial 
processes. In Proceedings of the 9th ACM Intern. Conf. 
Future Energy Systems. June 2018, 43–62; https://doi.
org/10.1145/3208903.3208909

2. De Din, E., Monti, A., Hagenmeyer, V., and Wehrle, 
K. A new solution for the energy packet-based 
dispatching using power/signal dual modulation. 
In Proceedings of the 9th ACM Intern. Conf. Future 
Energy Systems. June 2018, 361–365; https://doi.
org/10.1145/3208903.3208931

3. Förderer, K., Ahrens, M., Bao, K., Mauser, I., and 
Schmeck, H. Towards the modeling of flexibility using 
artificial neural networks in energy management and 
smart grids. In Proceedings of the 9th ACM Intern. 
Conf. Future Energy Systems. June 2018, 85–90; 
https://doi.org/10.1145/3208903.3208915

4. Hagenmeyer, V., et al. Information and communication 
technology in energy lab 2.0: Smart energies system 
simulation and control center with an open-street-
map-based power flow simulation example. Energy 
Technology 4, 1 (Jan. 016) 145–162; https://doi.
org/10.1002/ente.201500304

5. Kochanneck, S., Mauser, I., Phipps K., and Schmeck 
H. Hardware-in-the-loop co-simulation of a smart 

building in a low-voltage distribution grid. In 
Proceedings IEEE PES Innovative Smart Grid 
Technologies Conf. Europe, 2018, 1–6; https://doi.
org/10.1109/ISGTEurope.2018.857174

6. Kroener, N., Förderer, K., Lösch, M., and Schmeck, H.: 
State-of-the-art integration of decentralized energy 
management systems into the German smart meter 
gateway infrastructure. Applied Science 10, 11 (2020), 
3665; https://doi.org/10.3390/app10113665

7. Mirz, M., Vogel, S., Reinke, G., and Monti, A. DPsim—A 
dynamic phasor real-time simulator for power 
systems. SoftwareX 10, (2019), 100253; https://doi.
org/10.1016/j.softx.2019.100253

8. Monti, A., Milano, F., Bompard, E., and Guillaud, X. 
Converter-Based Dynamics and Control of Modern 
Power Systems. Academic Press, 2020.

9. Šikšnys, L., Pedersen, T. B., Aftab, M., and Neupane, 
B. Flexibility Modeling, Management, and Trading 
in Bottom-up Cellular Energy Systems. In 
Proceedings of the 10th ACM Intern. Conf. Future 
Energy Systems, June 2019, 170–180; https://doi.
org/10.1145/3307772.3328296

10. Steinbrink, C., van der Meer, A. A., Cvetkovic, M., 
Babazadeh, D., Rohjans, S., Palensky, P., and Lehnhoff 
S. Smart grid co-simulation with MOSAIK and HLA: A 
comparison study. Computer Science - Research and 
Development 33, 1–2, (Feb. 2018), 135–143. Springer 
International Publishing; https://doi.org/10.1007/
s00450-017-0379-y

Hartmut Schmeck is a Distinguished Senior Fellow at 
Karlsruhe Institute of Technology and director at FZI 
Research Center for Information Technology, Germany.

Antonello Monti is director of the Institute for 
Automation of Complex Power Systems at RWTH 
Aachen University and holds a joint appointment with the 
Fraunhofer Center for Digital Energy, Germany.

Veit Hagenmeyer is director of the Institute for 
Automation and Applied Informatics at Karlsruhe 
Institute of Technology and spokesperson of the research 
program Energy Systems Design of the Helmholtz 
Association, Germany.

© 2022 ACM 0001-0782/22/4 $15.00

Figure 3. The vision of the OneNet project.
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intention to accept vulnerability 
based upon positive expectations of 
the intentions or behavior of an-
other.” Trust is an attitude that an 
agent will behave as expected and 
can be relied upon to reach its goal. 
Trust breaks down after an error or 
a misunderstanding between the 
agent and the trusting individual. 
The psychological state of trust in AI 
is an emergent property of a complex 
system, usually involving many cycles 
of design, training, deployment, mea-
surement of performance, regulation, 
redesign, and retraining.

Trust matters, especially in critical 
sectors such as healthcare, defense, 
and security, where duty of care is 
foremost. Trustworthiness must be 
planned, rather than an afterthought. 
We can trust in AI, such as when a doc-
tor uses algorithms to screen medical 
images.20 We can also trust with AI, 
such as when journalists reference a 
social network algorithm to analyze 
sources of a news story.37 Growing 
adoption of AI into institutional 
systems relies on citizens to trust in 
these systems and have confidence in 
the way these systems are designed 
and regulated.

Regional approaches for manag-
ing trust in AI have recently emerged, 
leading to different regulatory regimes 
in the U.S., the European region, 
and China. We review these regula-
tory divergences. Within the Euro-
pean region, research programs are 
examining how trust impacts user 
acceptance of AI. Examples include 
the UKRI Trustworthy Autonomous 
Systems Hub,a the French Confiance.
ai project,b and the German AI Break-
through Hub.c Europe appears to be 
developing a “third way,” alongside 
the U.S. and China.19

Healthcare contains many exam-
ples of AI applications, including on-
line harm risk identification,24 mental 
health behavior classification,29 and 

a https://www.tas.ac.uk
b https://www.confiance.ai
c https://breakthrough-hub.ai

ARTIFICIAL INTELLIGENCE (AI)  systems employ learning 
algorithms that adapt to their users and environment, 
with learning either pre-trained or allowed to adapt 
during deployment. Because AI can optimize its 
behavior, a unit’s factory model behavior can diverge 
after release, often at the perceived expense of safety, 
reliability, and human controllability. Since the 
Industrial Revolution, trust has ultimately resided 
in regulatory systems set up by governments and 
standards bodies. Research into human interactions 
with autonomous machines demonstrates a shift in the 
locus of trust: we must trust non-deterministic systems 
such as AI to self-regulate, albeit within boundaries. 
This radical shift is one of the biggest issues facing the 
deployment of AI in the European region.

Trust has no accepted definition, but Rousseau28 
defined it as “a psychological state comprising the 
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AI report 2021g outlined a market-led 
regulatory environment, with gov-
ernment focus areas of robust and 
reliable AI, human-AI teaming, and 
a standards-led approachh to testing, 
evaluation, and validation. China’s AI 
development plan27 emphasizes soci-
etal responsibility; companies chosen 
by the Chinese state to be AI cham-
pions follow national strategic aims, 
and state institutions determine the 
ethical, privacy, and trust frameworks 
around AI.

The European region, driven by 
U.K. and E.U. AI regulation, is creating 
a “third way” alongside the AI regula-
tion adopted by the U.S. and China. 
This “third way” is characterized by 
a strong European ethical stance 
around AI applications, for example 
limiting the autonomy of military AI 
systems, in direct contrast to China, 
where autonomy for AI-directed weap-
ons is actively encouraged as part of its 
military-civil fusion strategy.14 It also 
is characterized by a strong European 

g https://www.nscai.gov/2021-final-report
h https://www.nist.gov

automated blood testing.22 In de-
fense and security, examples include 
combat management systems9 and 
using machine learning to identify 
chemical and biological contamina-
tion.1 There is a growing awareness 
within critical sectors15,33 that AI 
systems need to address a “public 
trust deficit” by adding reliability 
to the perception of AI. In the next 
two sections, we discuss research 
highlights around the key trends of 
building safer and more reliable AI 
systems to engender trust and put 
humans in the loop with regard to AI 
systems and teams. We conclude with 
a discussion about applications, and 
what we consider the future outlook 
is for this area.

Recent Changes in  
the Regulatory Landscape for AI
The E.U. is an early mover in the race 
to regulate AI, and with the draft E.U. 
AI Act,d it has adopted an assurance-
based regulatory environment using yet-
to-be-defined AI assurance standards. 

d https://bit.ly/3FATnNj

These regulations build upon GDPR 
data governance and map AI systems 
into four risk categories. The lowest 
risk categories self-regulate with trans-
parency obligations. The highest risk 
categories require first-party or third-
party assessments enforced by nation-
al authorities. Some applications are 
banned outright to protect individual 
rights and vulnerable groups.

The U.K. AI Council AI Roadmape 
outlines a sector-specific audit-led reg-
ulatory environment, along with prin-
ciples for governance of AI systems in-
cluding open data, AI audits, and FAIR 
(Findable, Accessible, Interoperable, 
Reusable) principles. An example of 
sector-specific governance is the U.K. 
online safety bill,f which assigns a duty 
of care to online service providers and 
mandates formal risk assessments by 
the U.K. telecom regulator OFCOM.

Outside the European region, the 
U.S. National Security Commission on 

e https://www.gov.uk/government/publications/
ai-roadmap

f https://www.gov.uk/government/publications/
draft-online-safety-bill
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tinuous assurance of adaptive models, 
and assessing levels of independence 
when multiple models are trained on 
common data.

The manufacturing sector and 
smart cities deployments increasingly 
are using digital twins,36 simulations 
of operating environments, to pro-
vide pre-deployment assurance. Digi-
tal twins also are used in healthcare,8 
for example to assure pre-surgical 
practice, and other critical sectors. A 
recent U.K.-hosted RUSI-TAS Confer-
ence35 discussed how digital twins 
can provide AI models with a safe 
space to fail. Other research trends 
include probing vulnerabilities of AI 
to accidents or malicious use. This 
includes examining how malicious 
actors can exploit AI.11 Attack vectors 
include adversarial inputs, data poi-
soning, and model stealing. Possible 
solutions include safety checklists12 
and analysis of hostile agents that use 
AI to subvert democracies.31

Safe and Reliable AI has received a 
lot of attention in the European region 
recently compared to the U.S. and 
China, and it is no coincidence that 
every one of the works cited in this 
section are from authors based in this 
region. This level of activity is probably 
motivated by the assurance and audit-
based European regulatory stances. 
The more we understand the vulnera-
bilities and assurance protocols of AI, 
the safer and more reliable AI systems 
will become. Safe, transparent sys-
tems that address user concerns will 
encourage public trust.

Human and Society in the Loop
Human-in-the-Loop (HITL) sys-
tems are grounded in the belief that 
human-machine teams offer superior 
results, building trust by inserting 
human oversight into the AI life cycle. 
One example is when humans mark 
false positives in email spam filters. 
HITL enhances trust in AI by optimiz-
ing performance, augmenting data, 
and increasing safety. It enhances 
trust by providing transparency and 
accountability: unlike many deep 
learning systems, humans can explain 
their decisions in natural language. 

However, the AI powering social 
media, commerce, and other activities 
may erode trust and even sow discord.4 
If perceived as top-down oversight from 

focus on a citizen’s right to data pri-
vacy and the limits set on secondary 
data processing by AI applications, 
in contrast to China and the U.S., 
where state-sponsored strategic aims 
or weak commercial self-regulation 
around AI applications frequently 
override data privacy concerns. An 
example of this “third way” in action is 
the European city of Vienna becoming 
the first city in the world to earn the 
IEEE AI Ethics Certification Mark,30 
which sets standards for transparency, 
accountability, algorithmic bias, and 
privacy of AI products. How different 
regional approaches to AI regulation 
perform in the heat of geo-political 
AI competition is likely to shape how 
regional AI research is conducted for 
many years to come.

Building Safe and Reliable AI  
to Engender Trust
Assuring safe, reliable AI systems can 
provide a pathway to trust. However, 
non-deterministic AI systems require 
more than just the application of 
quality assurance protocols designed 
for conventional software systems in 
well-regulated regions such as Europe. 
New methods are emerging for the 
assurance of the machine learning life 
cycle from data management to model 
learning and deployment.2

Exploratory data analysis and adver-
sarial generative networks help assure 
training data comes from a trusted 
source, is fit for the purpose, and 
is unbiased. Built-in test (BIT) tech-
niques support model deployment, 
such as watchdog timers or behav-
ioral monitors, as well as “last safe” 
model checkpointing and explainable 
AI methods. Active research focuses 
on explainable machine learning.5 
Approaches include explanation by 
simplification, such as local interpre-
table model-agnostic explanations 
(LIME) and counterfactual explana-
tions; feature relevance techniques, 
such as Shapley Additive Explanations 
(SHAP) and analysis of random feature 
permutations; contextual and visual 
explanation methods such as sensitiv-
ity analysis and partial dependence 
plots; and full life-cycle approaches 
such as the use of provenance records. 
Research challenges for assurance of 
machine learning include detection of 
problems before critical failures, con-

The E.U. is  
an early mover  
in the race  
to regulate AI,  
and with  
the draft E.U.  
AI Act, it has 
adopted an 
assurance-
based regulatory 
environment using 
yet-to-be-defined 
AI assurance 
standards.



APRIL 2022  |   VOL.  65  |   NO.  4  |   COMMUNICATIONS OF THE ACM     67

big trends      europe region

experts, HITL is unlikely to address 
public trust deficits. Society-in-the-
Loop (SITL) seeks broader consensus 
by extending HITL methods to larger 
demographics,16,25 for instance by 
crowdsourcing the ethics of autono-
mous vehicles to hundreds of thou-
sands of people. Another approach is 
co-design with marginalized stakehold-
ers. The same imperative drives CODEs 
(Council for the Orientation of Devel-
opment and Ethics) in AI and data-driv-
en projects in developing countries,i 
where representatives of local stake-
holder groups provide feedback during 
project life cycles. SITL combined with 
mass data literacy7 may reweave the 
fabric of human trust in and with AI.

A growing trend is to add humans 
into deep learning development and 
training cycles. Human stakeholders 
co-design AI algorithms to encourage 
responsible research innovation (RRI), 
embed end-user values, and consider 
the potential for misuse. During AI 
training, traditional methods such as 
adversarial training and active learn-
ing are applied to the deep learning 
models13,21 using humans to label 

i https://datapopalliance.org

uncertain or subjective data points 
during training cycles. Interactive 
sense making17 and explainable AI5 also 
can enhance trust by visualizing AI 
outputs to reveal training bias, model 
error, and uncertainty. 

Research into HITL is much more 
evenly spread across the European, 
U.S., and Chinese regions than work 
on safe and reliable AI, with about half 
the work cited in this section from 
authors based in the European region. 
Where the European region does 
differentiate itself is with a stronger 
focus on HITL to promote ethical AI 
and responsible innovation, as op-
posed to the U.S. and China, where 
there is a tighter focus on using HITL 
to increase AI performance.

Applications in Critical Sectors
AI offers considerable promise in the 
following sectors. Each illustrates 
high-risk, high-reward scenarios where 
trust is critical to public acceptance. 

Defense. General Sir Patrick 
Sanders, head of U.K. Strategic Com-
mand, recently emphasized, “Even the 
best human operator cannot defend 
against multiple machines making 
thousands of maneuvers per second 

at hypersonic speeds and orches-
trated by AI across domains.”18 While 
human-machine teaming dominates 
much current military thinking, by 
taking humans out of the loop AI 
transforms the tempo of warfare be-
yond human capacity. From strategic 
missile strikes to tactical support for 
soldiers, AI impacts every military 
domain and, if an opponent has a high 
tolerance for error, it offers unstop-
pable advantages. Unless regulated 
by treaty, future warriors and their 
leaders will likely trust AI as a matter 
of necessity.

Law enforcement and security. Law 
enforcement is more nuanced. Though 
used only for warnings, Singapore’s 
police robots have provoked revulsion 
in European press,34 and the E.U. AI 
Act reflects this attitude by classifying 
law enforcement as high-risk. Some 
groups have claimed ambiguities in the 
E.U. AI Act leave the door open for bias, 
unrestrained surveillance, and other 
abuses,32 but at minimum it provides a 
framework for informed progress while 
asserting the European region’s core 
values. 

Healthcare. Healthcare interven-
tions directly impact lives. Research 
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into diagnostic accuracy shows that 
AI can improve healthcare out-
comes.6,10,23,26 However, starting with 
patients and physicians, trust cascades 
upward, and as Covid has shown, trust 
is ultimately political, and thus needs 
to be nurtured carefully. 

Transportation. Self-driving cars 
may receive the most publicity, but AI 
also is applied to mass transit, ship-
ping, and trucking. Transportation 
involves life-or-death decisions, and 
the introduction of AI is changing the 
character of liability and assurance. 
These questions reflect a fundamen-
tal question which is being debated 
today: Who does the public trust to 
safely operate a vehicle?

Future Outlook
We think future standards for assur-
ance will need to address the non-
deterministic nature of autonomous 
systems. Whether robotic or distrib-
uted, AI is effectively an entity, and 
regulation, management, and market-
ing will need to account for its capac-
ity to change. 

Many projects currently are explor-
ing aspects of bringing humans into 
the loop for co-design and training of 
AI systems and human-machine team-
ing. We think this trend will continue, 
and if coupled with genuine transpar-
ency, especially around admitting AI 
mistakes and offering understandable 
explanations for why these mistakes 
happened, offers a credible pathway 
to improving the state of public trust 
in AI systems being deployed into 
society.

We think that increasingly, Trust 
with AI will shape how citizens trust 
information, which has the poten-
tial to reduce the negative impact of 
attempts to propagate disinforma-
tion. If citizen trust in the fabric of AI 
used within society is reduced, then 
trust in AI itself will weaken. This is 
likely to be a major challenge for our 
generation.

Creating regulatory environments 
that allow nation-states to gain com-
mercial, military, and social advan-
tages in the global AI race may be the 
defining geopolitical challenge of this 
century. Regulation around AI has 
been developing worldwide, moving 
from self-assessment guidelines3 to 
frameworks for national or transna-

tional regulation. We have noted that 
there are clear differences between 
the European region and other areas 
with robust capacity in AI, notably 
the need for public acceptance. The 
future will be a highly competitive 
environment, and regulation must 
balance the benefits of rapid deploy-
ment, the willingness of individuals 
to trust AI, and the value systems 
which underlie trust.

Acknowledgments. This work 
was supported by the Engineer-
ing and Physical Sciences Research 
Council (EP/V00784X/1), Natural 
Environment Research Council (NE/
S015604/1), and Economic and Social 
Research Council (ES/V011278/1; ES/
R003254/1).  

References
1. Alan Turing Institute. Data Study Group Final 

Report: DSTL—Anthrax and nerve agent detector. 
(2021); https://doi.org/10.5281/zenodo.4534218

2. Ashmore, R., Calinescu, R., and Paterson, C. 
Assuring the machine learning lifecycle: Desiderata, 
methods, and challenges. ACM Comput. Surv. 54, 5 
(2021), Article 111; https://doi.org/10.1145/3453444

3. Ayling, J. and Chapman, A. Putting AI ethics to 
work: Are the tools fit for purpose? AI Ethics (2021); 
https://doi.org/10.1145/3453444

4. Barrett, P., Hendrix, J., and Sims, G. How tech 
platforms fuel U.S. political polarization and 
what government can do about it. The Brookings 
Institution 27 (Nov. 2021);  https://brook.gs/3sK3Cev

5. Belle, V., and Papantonis, I. Principles and 
Practice of Explainable Machine Learning, (2020); 
arXiv:2009.11698

6. Bhandari, M., Zeffiro, T., and Reddiboina. M. Artificial 
intelligence and robotic surgery: Current perspective 
and future directions. Curr Opin Urol. 30, 1 (2020), 
48–54; doi:10.1097/MOU.0000000000000692

7. Bhargava, R., Deahl, E., Letouzé, E., Noonan, 
A., Sangokoya, D., and Shoup, N. Beyond Data 
Literacy: Reinventing Community Engagement and 
Empowerment in the Age of Data, Data-Pop Alliance 
White Paper. Sept. 29, 2015; https://bit.ly/3qNgBtm

8. Bruynseels, K., Santoni de Sio, F., and van den 
Hoven, J. Digital twins in health care: Ethical 
implications of an emerging engineering paradigm. 
Front. Genet. 9, 31 (2018); https://doi.org/10.3389/
fgene.2018.00031

9. AI and data science: Defense science and 
technology capability, Aug. 1, 2021; https://www.gov.
uk/guidance/ai-and-data-science-defence-science-
and-technology-capability

10. Gumbs, A.A., Frigerio, I., Spolverato, G., Croner, R., 
Illanes, A., Chouillard, E., and Elyan, E. Artificial 
intelligence surgery: How do we get to autonomous 
actions in surgery? Sensors (Basel) 21, 16 (2021); 
https://www.mdpi.com/1424-8220/21/16/5526

11. Hartmann, K., Steup, C. Hacking the AI—The next 
generation of hijacked systems. In Proceedings of 
the 12th Intern. Conf. Cyber Conflict, 2020, 327–349; 
doi:10.23919/CyCon49761.2020.9131724.

12. Hunt, E.R., and Hauert, S. A checklist for safe robot 
swarms. Nature Machine Intelligence (2020); 
doi:10.1038/s42256-020-0213-2

13. Kanchinadam T., Westpfahl, K., You, Q., and Fung, G. 
Rationale-based human-in-the-loop via supervised 
attention. In Proceedings of 1st Workshop on Data 
Science with Human in the Loop (Aug. 24, 2020); 
https://bit.ly/3eYlKJA

14. Kania, E.B. Chinese military innovation in the AI 
revolution. The RUSI J 164, 5–6 (2019), 26–34; doi:
10.1080/03071847.2019.1693803

15. Kerasidou, C., Kerasidou, A., Buscher, M., and 
Wilkinson, S. Before and beyond trust: Reliance in 
medical AI. J Medical Ethics (2021); http://dx.doi.
org/10.1136/medethics-2020-107095

16. Larsson, S. The socio-legal relevance of artificial 



APRIL 2022  |   VOL.  65  |   NO.  4  |   COMMUNICATIONS OF THE ACM     69

big trends      europe region

DOI:10.1145/3512728

BY TOMMASO DI NOIA, NAVA TINTAREV,  
PANAGIOTA FATOUROU, AND MARKUS SCHEDL

Recommender 
Systems under 
European AI 
Regulations

T H E  E U RO P E A N  C O M M I S S I O N  (EC) has acknowledged 
the importance artificial intelligence (AI) plays in 
forming Europe’s future, identifying AI as the most 
strategic technology of the 21st century.a With a recent 
proposal on a Regulation Laying Down Harmonised 
Rules on Artificial Intelligenceb (EU Regulatory

Framework for AI), the EC aims at in-
troducing the first comprehensive legal 
framework on AI, which will identify 
specific risks for AI, provide a collec-
tion of high-risk application domains, 
propose specific requirements that 
AI systems should meet when used in 
such domains, and define obligations 
for users and providers (U.S. regula-
tory development relating to AIc). What 
clearly emerges from these efforts is 
the need for an AI that behaves in a 
responsible way. A clear and globally 
accepted definition of responsibility for 
AI systems is still under development, 
but will likely include notions such as 
fairness, security and privacy, explain-
ability, safety, and reproducibility. 
Although safety and reproducibility are 
fundamental issues in AI research and 
its industrial application, we will not 

a See https://bit.ly/3HTQMP3
b See https://bit.ly/34vooEz
c See https://bit.ly/3rc2DkO

cover them here since they are require-
ments in many areas of technology, 
therefore not specific to AI.

According to the EC regulation, AI 
should be used in compliance with the 
E.U. Charter of Fundamental Rights,d 
including the right not to be discrimi-
nated against, the respect for private 
life, and the protection of personal 
data. The regulation also stresses the 
“obligations for ex ante testing, risk 
management and human oversight of AI 
systems to minimize the risk of erroneous 
or biased AI-assisted decisions in critical 
areas such as education and training, 
employment, important services, law 
enforcement and the judiciary.” High-
risk AI systems should meet specific 
legal requirements in relation to data 
management, documentation, human 
oversight, transparency, robustness, 
accuracy, and security. According to 
Article 10, “training, validation and 

d See https://bit.ly/3r3mrH8

http://dx.doi.org/10.1145/3512728
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flicts with the aforementioned goals 
and is likely to yield unfairness.

Definitions. It is common to distin-
guish between individual fairness and 
group fairness. The former means that 
similar users are treated in a similar 
fashion (for example, users with similar 
skills receive job recommendations 
within the same pay grade). The latter 
means that different groups of users 
defined by some sensitive or protected 
attribute (for example, gender or eth-
nicity) are treated in the same way. Ac-
cordingly, unfairness is defined as “sys-
tematically and unfairly discriminat[ing] 
against certain individuals or groups of 
individuals in favor of others.”5

Categories of biases. Unfairness is 
commonly caused by societal or sta-
tistical biases, the former referring to 
the divergence between how the world 
should be and how it actually is, the lat-
ter to the discrepancy between how the 
world is and how it is encoded in the 
system. Such biases can occur at differ-
ent levels in the recommendation pipe-
line (see Figure 1). They can be present 
already in the data the algorithms are 
trained on (for example, an unbalanced 
dataset with respect to representa-
tion of different genders), they can be 
amplified by the algorithms or created 
models (for example, reinforcing stereo-
types), or they can originate from users, 
cognitive biases (for example, serial po-
sition, anchoring, and decoy effects).8

Bias mitigation strategies.  
To alleviate existing biases, several 
techniques can be adopted. Focusing 
on data and algorithm/model bias, the 
most common approaches are data re-
balancing (for example, upsampling the 
minority group of users in the dataset), 
regularization (for example, includ-
ing a bias correction term in the loss 
function of the machine/deep learning 
algorithm), and adversarial learning 
(for example, training a classifier that 
tries to predict the sensitive attribute 
from the user-item interaction data and 
modify the data or recommendation 
algorithm to minimize the classifier’s 
accuracy).

While much research has been de-
voted to uncover and mitigate biases in 
RSs, both within and outside the E.U., 
many research gaps, the most pressing 
ones including:

 ˲ Several metrics of fairness have 
been proposed. However, a compre-

testing data sets shall be subject to ap-
propriate data governance and manage-
ment practices” which shall concern, in 
particular, “examination in view of pos-
sible biases” and “identification of any 
possible data gaps or shortcomings, and 
how those gaps and shortcomings can be 
addressed.” On the other hand, Article 
15 is devoted to accuracy, robustness, 
and cybersecurity: high-risk AI systems 
must achieve all three throughout their 
entire life cycle to a satisfactory degree 
based on state-of-the-art security and 
privacy-preserving measures. The 
regulation makes it also clear that “AI 
systems should be sufficiently transpar-
ent, explainable and well-documented” 
(Article 13).

In the following, we attempt to 
provide the European scene for fair-
ness, security and privacy, and explain-
ability under the lens of recommender 
systems (RSs). Given their user-centric 
nature, RSs are fully touched by the 
principles and rules stated in the 
aforementioned EC documents, and 
therefore represent an interesting 
workbench to study their application. 
Issues related to fairness, security and 
privacy, and explainability may affect a 
RS at training and runtime.

Fair Recommender Systems
Despite many EC-proposed provisions 
regarding AI fairness, in reality, RSs 
have been shown to provide different 
recommendation quality to different 
users, depending on various character-
istics, such as gender, age, ethnicity, or 
personality.3,7,8,10–12 Such behavior con-

Figure 1. Different categories of biases and 
their interplay.
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hensive (formal and comparative) 
study of their strengths and limita-
tions is still missing.e Even whether 
they reflect what humans perceive as 
fair or unfair—possibly depending on 
their cultural background, values, and 
beliefs—has not yet been investigated 
deeply.

 ˲ Likewise, a thorough understand-
ing of capabilities and limitations of 
existing techniques for mitigating bias 
through their systematic evaluation is 
missing.

 ˲  From an algorithmic perspective, 
novel methodologies to debias state-
of-the-art RS algorithms, which are 
predominantly based on deep learning, 
are needed.

 ˲ An investigation of potential 
economic and social consequences of 
biases resulting from the use of RSs ad-
opted in high-risk areas (for example, 
in recruitment) is needed.3,4

 ˲ Fairness is typically addressed 

e See https://bit.ly/3zPOFZK

from a system’s end user’s perspec-
tive, but we need to consider multiple 
RS stakeholders, including content 
producers, content consumers, and 
platform providers.

 ˲ From a legal perspective, we need 
provisions with respect to data qual-
ity, concrete specifications to whom 
the obligations to not violate EU 
non-discrimination law applies, and 
effective mechanisms for auditing RSs 
for legal compliance. This requires an 
interdisciplinary perspective, involving 
collaboration between researchers with 
technical expertise and law experts.

Security and Privacy  
for Recommender Systems
Privacy in AI is a dominant concern 
in the EU. To comply with GDPR, AI 
strategies must be applied considering 
the new privacy challenges that may 
limit the uptake of these applications. 
Privacy-related risks are even more 
evident when we think about the ap-
plications of RSs where user models are 

Figure 2. Information flow over the network in four ML architectures. Solid lines represent 
training data flow, dashed lines represent model parameters flow.
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Adversarial attacks and defense. 
Notwithstanding the great success of 
machine/deep learning models, recent 
studies have shown they are not im-
mune to security threats from adver-
sarial use of AI, and the same holds 
for RSs.2 An adversary can attack a ML 
model at two main stages of the learn-
ing pipeline, during training or produc-
tion. These two categories of attacks 
are respectively known as training-time 
attack (a.k.a. causative or poisoning 
attack) and inference-time attack (a.k.a. 
exploratory or evasion attack).

 ˲ Poisoning attack. Data poisoning 
attacks are realized by injecting false 
data points into the training data with 
the goal to corrupt/degrade the model 
(for example, the classifier).

 ˲ Evasion attack. Instead of interfer-
ing with training data, evasion attacks 
adjust malicious samples during the 
inference phase. These attacks are also 
named decision-time attacks referring 
to their attempt to evade the decision 
made by the learned model at test time.

Adversarial examples created for 
image classification tasks are empow-
ered based on continuous real-valued 
representation of pixels, but in RSs the 
raw values are user/item identifiers 
and ratings that are discrete. Hence, 
adversarial perturbations are added to: 
the user profile directly (that is, user 
rating profile), user and item model pa-
rameters in a latent factor model; and 
embeddings representing side infor-
mation of user and items, respectively.

Together with attack strategies, de-
fense mechanisms against adversarial 
attacks have been developed in recent 
years. They can be classified into detec-
tion methods and methods seeking to 
increase the robustness of the learning 
model. At the heart of the robust op-
timization method is the assumption 
that every sample in the training data 
can be a source for adversarial behav-
ior. It applies a zero-sum game between 
the prediction and attack adversaries. 
The ultimate goal in robust optimiza-
tion is that the prediction model will 
perform equally well with adversarial 
and clean inputs.

Explainable  
Recommender Systems
Although RSs operate as artificial 
advice givers, people using the sys-
tem may not understand how the 

built around personal data.
Issues. Data fragmentation and iso-

lation while complying with the GDPR 
is a major challenge for RS researchers. 
Actually, preserving users’ privacy is 
not as easy as limiting data collection 
since a privacy threat may happen at 
any stage of the data cycle. The model 
itself stores precious information able 
to predict future user preferences and 
behaviors. The main target of privacy 
attacks in a RS is the confidentiality 
of the users’ sensitive data. Privacy-
preserving ML aims to equip ML with 
defense measures for protecting user 
privacy and data security. It should be 
distinguished from secure ML, which 
attempts instead to preserve integrity 
and availability of a ML system from 
intentional (adversarial or poisoning) 
attacks.

Federated learning. From a privacy 
perspective, federated learning (FL)9 
completely addresses the principles 
of focused collection, data minimiza-
tion, data ownership, and data locality, 
thus greatly reducing the privacy risks 
of centralized learning (see Figure 2). 
While handling users’ privacy con-
cerns, FL faces challenges such as 
communication costs, unbalanced 
data distribution and device reliabil-
ity, and security issues (for example, 
model poisoning, indirect information 
leakage, and Byzantine adversaries). 
In Yang et al.,15 the concept of FL is 
extended to a more comprehensive 
idea of privacy-preserving decentralized 
collaborative ML techniques, both for 
horizontal federations (where different 
datasets share the same feature space 
but are different in training samples) 
and vertical federations (where differ-
ent datasets share the training samples 
but differ in feature space). Thanks to 
tunable federation approaches in rec-
ommendation scenarios, users can be 
more aware of and decide which data 
they share.1

Unfortunately, while FL can offer 
significant practical privacy improve-
ments over centralized approaches, 
there is still no formal guarantee 
of privacy. This is where other tech-
niques, such as differential privacy, 
secure multiparty computation, and 
homomorphic encryption, come to the 
stage to enforce the privacy protection 
mechanisms also in recommendation 
scenarios.

Human oversight  
is not feasible  
if explanations  
are not 
understandable  
by people.
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conclusion was reached and when it 
is appropriate to adopt the advice, or 
in contrast, when to critique it. The 
EU Regulatory Framework for AI con-
sequently indicates that explanations 
need to supply human oversight of 
high-risk systems.

There are three main scientific chal-
lenges to overcome before compliance 
is possible, namely: how to ensure ex-
planations are human-understandable 
and support appropriate trust; how 
to build explainable AI (explanation 
confidence and model complexity); 
and how to validate the goodness of 
explanations.

Understandability. Human over-
sight is not feasible if explanations are 
not understandable by people, and 
“Interpretability” has been qualified 
as the degree to which a human can 
understand the cause of a decision.13 
Understanding is rarely an end-goal 
in itself, and it is often more useful to 
measure the effectiveness of explana-
tions in terms of a specific notion of 
usefulness or explanatory goals such 
as improved decision support or (ap-
propriate) user trust14—minimizing 
both over- and underreliance on system 
advice. Furthermore, both the char-
acteristics of the people (for example, 
expertise, cognitive capacity) and the 
situation (such as which other people 
are affected, or which variables are in-
fluential) place different requirements 
on which explanations are useful, also 
to different presentational choices 
(for example, with regard to modality, 
degree of interactivity, level of detail). 
Simply put: One size does not fit all.

Building eXplainable AI (XAI). A 
large number of methods for XAI have 
been developed, for a breadth of mod-
els and types of data. However, many of 
them do not (by design) support users 
in fully understanding the capacities 
and limitations in a way that would 
support appropriate trust. We identify 
two particularly limiting barriers: lim-
ited model confidence and high model 
complexity.

 ˲ Confidence. For sufficient human 
oversight, RSs must be aware of their 
knowledge limits not only on the pre-
diction (global and instance) level but 
also on the explanation level. Conse-
quently, RSs must provide confidence 
information for each prediction and 
explanation; and they must clarify how 

this information has been obtained or 
computed.

 ˲ Complexity. While it is commonly 
(but erroneously) believed there is a 
trade-off between accuracy and inter-
pretability, this is not strictly true. In 
many cases, several models can offer 
comparable accuracy performance, but 
some are more human-understandable. 
Complexity can be mitigated by select-
ing the simpler model, and by develop-
ing interactive interfaces such as those 
we have developed in our work, which: 
adapt the generated explanations to dif-
ferent factors and allow people using 
the system to see how the factors influ-
ence the explanations (transparency), 
as well as modify the contribution of the 
factors (control).6

Evaluation of explanations. User 
studies are indispensable for evaluating 
human performance and understand-
ing. However, to date they are relatively 
rare in the literature, likely due to their 
cost. Explanations have also been 
subjected to automated evaluations, 
modeled as penalties and constraints 
in optimization problems, sparsity of 
the model, monotonicity with respect 
to a variable, or decomposability into 
sub-models, and so forth. However, so 
far there have been no standardized 
metrics developed. As for ML (Precision, 
Recall, F-measure, AUC), perhaps this 
is also because there is no single ideal 
objective (for example, accuracy versus 
succinctness). Nevertheless, we hope in 
the coming years to see benchmarking 
of such metrics as we see in challenges 
such as Kaggle, CLEF, and SemEval.

Conclusion
The wide adoption of AI algorithms 
and systems calls for the definition and 
realization of a responsible approach 
to AI. In this respect, by following the 
documents and legal frameworks 
proposed over the last years by the EC, 
some technological issues and trends 
emerge. We require AI systems to be 
fair, secure, and privacy-preserving, 
and interpretable. In this article, we 
outlined the steps that have already 
been taken in this direction, as well as 
indicating what we see as the challeng-
es ahead before we can fulfill the spirit 
of the European approach to AI. We 
hope this will serve as a useful roadmap 
for practitioners and researchers alike.
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THE TREND FOR an aging population, which is typical 
for Europe and for other high-income regions, brings 
with it a sharp increase in the number of chronic 
patients and a shortage of clinicians and hospital beds. 
Evidence-based clinical decision-support systems are 
one of the promising solutions for this problem.15

In the 1990s, different research groups started to 
develop computer-interpretable clinical guidelines 
(CIGs)7 as a form of evidence-based decision-support 
systems (DSS). Narrative evidence-based clinical 
guidelines, focused on a single disease, and containing 

recommendations for the disease 
diagnosis and management, were 
manually represented in CIG for-
malisms, such as Asbru,11 GLIF,1 
or PROforma.3 The CIGs formed a 
network of clinical decisions and 
actions and served as a knowledge 
base. The DSS would enact the 
CIG over a patient’s data, entered 
manually or taken directly from the 
electronic health record (EHR). The 
patient-specific recommendations 
would be delivered to the clinician 
during patient encounters.

The European MobiGuide proj-
ect8 asked the following question: 
What do chronic patients want? 
Patients want to live normally. 
They want to focus on their lives 
and not on their disease. They do 
not want to go into the hospitals 
for long monitoring sessions but 
remain in their natural environ-
ments and lead their normal lives 
safely. Hence, we were motivated to 
develop a generic architecture that 
could support chronic patients and 
their clinicians.

The MobiGuide architecture is 
shown in Figure 1. Patients received 
a body-area network of mobile sen-
sors (for example, a glucometer, a 
blood pressure sensor, an ECG belt) 
communicating via Bluetooth with 
a smartphone. The sensors’ biosig-
nals were semantically integrated 
with hospital EHR data, patient 
reported outcomes and symptoms, 
and patient-specific DSS recommen-
dations into a secure Patient Health 
Record (PHR) that followed the HL7 
Virtual Medical Record standard. 
The DSS in MobiGuide was distrib-
uted between a full-fledged backend 
DSS and a local mobile DSS (mDSS). 
The Backend DSS had access to 
the full PHR and to the full CIG 
knowledge-base, represented in the 
Asbru11 CIG language, and enacted 
through the PICARD engine.13 Based 
on the patient’s context, the Back-
end DSS projects, when necessary, 
components of the CIG knowledge 
to the mDSS.

MobiGuide: 
Guiding 
Clinicians 
and Chronic 
Patients 
Anytime, 
Anywhere
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Picture Maria, a 65-year-old 
atrial fibrillation patient from Italy. 
Maria told her cardiologist that 
sometimes, when she is walking 
her dog she feels anxious because 
she does not know if she is hav-
ing an atrial fibrillation event and 
is not sure if she should take her 
emergency pill, which she carries 
with her. Her doctor enrolls her to 
the MobiGuide system. She receives 
a smartphone with the MobiGu-
ide app and a mobile ECGs sensor 
with a belt (as shown in Figure 2) 
she wears beneath her shirt. When 
Maria reports her symptoms, she is 
instructed by the mDSS system to 
activate the ECG sensor.

In the MobiGuide project, ECG 
data of patients such as Maria was 
collected by the sensor and ab-
stracted into one-minute sessions. 
To increase specificity and prevent 
false alarms, the DSS’ atrial fibrilla-
tion detection algorithm monitored 
for patterns of two or more sessions 
with atrial fibrillation events within 
a 10-minute period. Detected 
sessions were stored in the PHR. 
When such sessions were detected 
for eligible patients (depending 
on their medication therapy and 
clinical and social parameters), the 
DSS also checked that no recom-
mendation for the emergency pill 
has been delivered in the past four 
hours. Under these terms, the sys-
tem recommended to the patient to 

The MobiGuide architecture 
includes multiple novelties. First, 
the distributed decision-support ar-
chitecture projects patient-specific 
components of the evidence-based 
CIGs into the local mDSS, which 
can thus operate independently for 
weeks until it detects predefined 
[temporal] patterns in the data 
(embedded within the projected 
CIG component). Such patterns sig-
nal that the patient’s context had 
significantly changed (for example, 
a temporal pattern indicating lack 
of blood-glucose-level control) and 
allow the mDSS to call back the 
Backend DSS to take control and 
project a new CIG component.14 
This architecture is quite different 
from a completely central, a com-
pletely distributed, or a traditional 
client-server architecture.

Second, semantic data integra-
tion6 is based on HL7 standards, 
extended to allow interoperability 
not only of EHR, sensor, or patient-
reported data, but also of DSS rec-
ommendations that were delivered 
to patients and clinicians.

While traditional DSSs2 de-
liver advice to clinicians, the third 
novelty is a focus on patients as 
end-users. To support patient cen-
trality, the formalized CIGs were 
also customized by adding CIG-
Customized-Contexts (CCCs).8 Each 
CCC (for example, “normal sched-
ule,” “good-glycemic-control”) 

defines how the CIG changes for 
any patient that enters this context. 
Contexts included also social cir-
cumstances (such as “living alone”) 
and preferences regarding options 
in the guideline whose selection de-
pends on patients’ preferences (for 
example, a cost-utility trade-off).10

The fourth novelty was the 
continuous intelligent data analy-
sis that detected the multivariate 
temporal patterns in the data, 
using context-sensitive clinical 
knowledge and fully exploiting the 
context-sensitive temporal proper-
ties of each clinical concept (for 
example, their persistence over 
time within each context), unlike 
the use of standard laboratory-test 
cut-off values.

The final innovation was the 
generic architecture, unlike do-
main-specific architectures. This 
architecture was validated with 
CIGs for different diseases and with 
different sensors: atrial fibrilla-
tion patients (with ECG and blood 
pressure sensors) and gestational 
diabetes patients (with glucometers 
and blood pressure sensors).

Scenarios of Using the System
To envision the MobiGuide system 
from the patient’s perspective, 
we describe two typical scenarios, 
reflecting the two patient popula-
tions who used the system for up to 
nine months.

Figure 1. Architecture of the MobiGuide DSS.
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rest, take the emergency pill, and 
then measure the ECG for another 
30-minute session. Clinicians could 
see the data saved into the PHR, 
and could receive recommenda-
tions from the system, supporting a 
potential cardioversion procedure 
(such as an ablation procedure).

The second scenario concerns 
Montse, a young pregnant woman 
from Spain with gestational diabe-
tes. Montse sets the system in the 
appropriate context, which cur-
rently happens to be her “holiday” 
context. In this context, she wakes 
up a bit later, hence her recom-
mendations for measuring blood 
glucose before breakfast and after 
her meals are delivered accord-
ingly. At first, she needs to measure 
her blood glucose four times a 
day, every day, as her [compos-
ite] context is “holiday” and “bad 
blood-glucose control.” But since 
her reporting is highly compli-
ant, and since her blood glucose is 
under control, the system changes 
the [composite] context to “holi-
day” and “good blood-glucose 
control” and advises her to mea-
sure her blood-glucose four times 
a day, only twice a week. Hence, the 
system monitors Montse’s compli-
ance and metabolic control, and 
accordingly applies evidence-based 
plans regarding diet, exercise, and 
measurement schedule, and sends 
her personalized, context-sensitive 
reminders.

However, after several weeks, 
Montse’s blood glucose is too high. 
The MobiGuide system (following a 
Call Back to the central server trig-
gered by the blood-glucose values’ 
pattern, and a projection of a new 
therapy component) goes back 

to recommending daily measure-
ments. In parallel, the system also 
advises Montse’s managing physi-
cian to start insulin. Thus, it asks 
Montse to see her doctor before the 
next scheduled visit. The doctor, 
who had received the MobiGuide 
system’s recommendation, agrees 
with it, and starts insulin earlier 
than she would have done if the 
system had not alerted her. The 
MobiGuide system also sends Mon-
tse feedback and education, and 
when needed, advises regarding 
the addition of carbohydrates if the 
pre-prandial blood sugar is repeat-
edly too low.

System Evaluation
MobiGuide was evaluated in a long 
clinical pilot with 10 atrial fibrilla-
tion patients in Italy and 20 gesta-
tional diabetes patients in Spain, 
who were using the system for three 
to nine months.3

The main benefit to patients was 
that they stayed at home yet felt 
better cared for and safer. Their 
compliance to measurements was 
high and for the gestational diabe-
tes patients, in which data from a 
historical cohort were available, a 
higher compliance of the MobiGu-
ide cohort was observed relative 
to the historical cohort, reaching 
75% for atrial fibrillation patients 
and 99% for gestational diabetes 
patients. Relative to the historical 
cohort, blood pressure was sig-
nificantly lower in the MobiGuide 
cohort and there was a trend for 
fewer C-sections in the MobiGuide 
cohort, due to the better glycemic 
control and the lower birth weight 
of the babies. Moreover, most 
MobiGuide patients reported an 
improvement in their quality of life 
in the EuroQoL questionnaire.

Clinicians used the system even 
outside patient visits, demonstrat-
ing its value to them. Atrial fibrilla-
tion clinicians changed a long-time 
diagnosis for two patients, after 
realizing from the ECG data stored 
in the PHR that these patients had 
in fact other arrhythmias that had 
been wrongly diagnosed. Gesta-
tional diabetes clinicians started 
insulin earlier for two patients, as 
recommended by the system, thus 

Figure 2. The MobiGuide app; ECG sensor 
with chest belt, and an atrial fibrillation 
event detected by the ECG sensor.

This architecture  
is quite different 
from a  
completely central,  
a completely 
distributed, or  
a traditional  
client-server 
architecture.



78    COMMUNICATIONS OF THE ACM   |   APRIL 2022  |   VOL.  65  |   NO.  4

europe region      big trends

as clearly proven in the current 
evaluation (and in other projects by 
the team members, in other clinical 
domains.12,13 Its data-security infra-
structure has been developed with 
a large population in mind.

Using innovative systems such 
as MobiGuide for routine manage-
ment at home of chronic patients 
raises multiple intriguing legal 
issues. First, who is responsible if 
something goes wrong? Surpris-
ingly, at least at the time the Mo-
biGuide project was developed and 
tested, the legal situation in the 
E.U. was that the hardware (smart-
phone) manufacturer might well 
be considered as the party at fault 
if the phone is used to transmit a 
potentially harmful message. Such 
a situation might hamper the devel-
opment and use of systems that can 
improve patient care and reduce its 
costs. There are initiatives to move 
the burden to the software devel-
oper, as seems more reasonable. 
Furthermore, on a more semantic 
(rather than syntactic) level, spe-
cific proposals were made in the 
past to assess the blame according 
to the chain of knowledge manage-
ment and application, from the 
medical expert, through the knowl-
edge engineer, software developers, 
sensor developers, and clinicians, 
and put the blame squarely where it 
really belongs (for example, a faulty 
representation of the clinical guide-
line; or an incomplete application 

enhancing the patients and the em-
bryos’ safety. From the clinicians’ 
questionnaire we learned they 
found the system useful to identify 
priorities, increase productivity, 
and they valued the fact that the pa-
tient data measured between visits 
was available to them, which made 
the patient visits more effective due 
to availability of data and increased 
patients’ safety.

Discussion
Our experience with the MobiGuide 
system demonstrated that, given 
a good mobile network infrastruc-
ture, evidence-based guidelines 
that can be fully disambiguated 
and formalized, and a motivated 
clinical and technological sup-
porting team, it is possible to 
operationalize successfully a 
large-scale complicated system 
such as MobiGuide, which features 
distributed decision support, based 
on computer-interpretable clinical 
guidelines, personalized to patient 
preferences and contexts, and 
generalizable to different clinical 
domains. Its successful impact 
has been evaluated with patients 
of two types, in two countries, who 
have used the system for up to nine 
months.

Managing patients at home im-
plies multiple economic benefits. 
First, better compliance of patients 
results in better clinical outcomes. 
Second, the system can follow up 
patients remotely, and can thus 
save unnecessary visits when they 
are doing well and do not require 
clinic visits or hospitalization for 
close monitoring. Moreover, pa-
tients who require a faster interven-
tion are detected quickly, enhanc-
ing the level of care. (for example, 
in some cases, the DSS system 
referred the gestational diabetes 
patient to the clinic for earlier 
insulin intervention when conser-
vative measures were deemed to be 
insufficient).

We believe the MobiGuide 
architecture is highly scalable; it 
is generic with respect to medical 
knowledge engineering and with 
respect to context-sensitive applica-
tion, and thus depends in no way on 
the particular CIG to be formalized, 

In the MobiGuide 
project, ECG data 
of patients was 
collected  
by the sensor  
and abstracted  
into one-minute 
sessions.
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of a correct representation).
There are also other legal ob-

stacles preventing unhampered 
use of systems such as MobiGuide 
throughout Europe (or the world), 
such as the problem of transport-
ing patient data across borders: in 
some countries, current national 
laws often forbid that option, mak-
ing universal accessibility of per-
sonalized care to patients traveling 
across national borders very tricky.

In addition to legal obstacles, 
healthcare institutions could raise 
organizational barriers. As a mat-
ter of fact, although systems such 
as MobiGuide potentially lead to 
multiple health and economic ben-
efits, their routine implementation 
does require significant organi-
zational and workflow changes. 
For example, care providers need 
(re) education, such as how to best 
exploit evidence-based decision-
support systems and not be over-
owed by them; also patients need 
(re) education, since patients need 
to get used to the implications of 
empowerment, on one hand, but 
accountability, on the other hand; 
eventually, human resources need 
to be reallocated to cope with re-
mote patient monitoring.

Research shows that at least one-
third of the patients want empow-
erment and an informed process of 
care,2 and perhaps the use of such 
a system (and especially its person-
alization options) should start with 

that patient segment.
To better address patients’ needs 

and maximize the probability of 
success also beyond the pilot stud-
ies, systems like MobiGuide should 
probably be extended with addi-
tional functionalities. One of them 
is addressing the overall patient’s 
well-being, considering mental 
well-being, nutrition, exercise, and 
support for adverse drug effects 
and multimorbidity. In this sense, 
the E.U. project Cancer Patients 
Better Life Experience (CAPABLE; see 
https://capable-project.eu), although 
based on different technologies, 
can be seen as an extension of 
MobiGuide. It will address the well-
being of patients by offering also 
non-medication evidence-based 
therapies from the mindfulness, 
positive psychology, and physical 
exercise domains, grounded in 
behavior change theories, and fit-
ting interventions to the patient’s 
clinical goals and ability.4,5

Conclusion
MobiGuide is an extraordinary 
example of an artificial intelligence 
system that monitors and manages 
patients remotely, as a solution to 
the efficient outpatient monitor-
ing in Europe and could provide a 
solution to the expected shortage of 
doctors in Europe and around the 
world. It also inspired further proj-
ects that hopefully will overcome 
some of the highlighted limitations.
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IN THE MID-1990S, many vendors, such as IBM, Staffware,  
Filenet, Lotus, and Xerox, provided workflow 
management (WFM) software. In fact, WFM systems 
were expected to become an integral part of every 
information system. Despite these high expectations, 
only a few organizations successfully used this 
technology. After the limited success of WFM systems, 
the scope was broadened beyond automation, 
leading to a wave of business process management 
(BPM) systems.1,7 Many organizations documented 
their processes using notations such as the business 
process model notation (BPMN), but few successfully 
used BPM technologies to create information systems 
driven by process models.8 

One of the main reasons was 
because traditional process manage-
ment approaches underestimated the 
complexity and variability of real-
world processes and did not explic-
itly use the data available in existing 
enterprise resource planning (ERP) 
and customer relationship manage-
ment (CRM) systems. Although the 
first process-mining algorithms8 were 
developed around the turn of the cen-
tury, large-scale adoption of process 
mining is rather recent. Most consid-
ered the WFM/BPM field to be “dead” 
because model-driven approaches did 
not live up to their expectations. How-
ever, the uptake in process mining has 
radically changed this notion over the 
past five years.

According to Gartner, there are now 
more than 40 process-mining vendors.4 
Last year the market grew 70% and is 
expected to grow 40%–50% each year.4 
Celonis is the leading process-mining 
vendor and Germany’s first decacorn—
that is, a startup valued at more than 
10 billion USD. Most process-mining 
companies are based in Europe—for 
example, Celonis, LanaLabs, Signavio, 
MPM, and PAFnow from Germany; Pro-
cessGold, Mavim, and Fluxicon from the 
Netherlands; Livejourney from France; 
MyInvenio and Integris from Italy; QPR 
from Finland; and Minit from Slovakia. 
Europe’s leadership in this market may 
be explained by the observation that 
most process-mining research has been 
conducted there. Given the focus of this 
special section of Communications, in 
this article we describe process mining’s 
European roots as well as developments 
in the field. Using Celonis as an exam-
ple, we show how process mining differs 
from traditional process management 
and automation.

First, we explain the pitfalls of tradi-
tional, purely model-based approaches. 
Then, we introduce the field of process 
mining and elaborate on more recent 
developments, where process min-
ing fuels new forms of automation to 
address performance and compliance 
problems. Finally, we focus on Celonis 
as a successful example of the transfor-
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mation from academic research into 
one of Europe’s most successful IT 
companies.

Model-Driven  
Process Management
The first prototype office informa-
tion systems were developed in the 
1970s. Michael Zisman developed 
the SCOOP system in the context of 
his Ph.D. project,10 and Skip Ellis and 
colleagues at Xerox developed the 
OfficeTalk system.2 This was when 
people dreamed of the “office of the 
future”—that is, completely paperless 

and fully automated procedures.3 The 
vision was that one could generate 
the information systems to support 
processes simply by modeling those 
processes. WFM systems attempt 
to realize this vision. DOMINO was 
the first European WFM system.5 
Just like SCOOP and OfficeTalk, 
DOMINO used Petri nets—invented 
by Carl Adam Petri in the 1960s—to 
model processes. Several U.S.-based 
researchers picked up on the idea, 
working on both the theory and ap-
plication of Petri nets. Interestingly, 
the pioneers in the field recognized 

the importance of concurrency and, 
therefore, used Petri nets.

In the 1990s, many WFM products 
followed. Many people, including 
myself, expected that WFM systems 
would be used everywhere. However, 
despite a broad choice of products, 
adoption was limited. BPM systems1,7 
extended WFM systems with more 
management and analysis capabili-
ties, but these systems also suffered 
from limited adoption.

Between 1975 and 2005, the 
epicenter of process management re-
search gradually shifted from the U.S. I
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logs.8 Given a directly-follows complete 
event log generated by simulating a 
structured workflow net, the algorithm 
is guaranteed to produce a behavior-
ally equivalent Petri net. The two main 
approaches for conformance checking 
are token-based replay and computing 
alignments between log and model.8 
In general, process mining-based 
algorithms tend to be very different 
from mainstream data-mining and 
machine-learning approaches.

Pain-Driven Automation
Process mining can be used to uncover 
so-called “execution gaps,” where real-
ity is different from what is expected 
or desired. Conformance checking can 
be used to diagnose known “execu-
tion gaps,” and process discovery may 
reveal problems nobody was aware 
of. However, to improve the process, 
such “execution gaps” need to trigger 
improvement actions. Here automa-
tion again plays a role. As mentioned, 
traditional WFM/BPM technology was 
not very successful. However, one may 
use process mining to target the “ex-
ecution gaps” in the process without 
trying to replace existing systems. Un-
necessary rework or repetitive actions 
can be detected and bypassed or done 
automatically. Here, low-code integra-
tion platforms make it easy to trigger 

to Europe. Moreover, process model-
ing became more popular, and over 
time, the BPMN became the de facto 
standard.1 Despite the widespread use 
of BPMN to model operational pro-
cess models, the effect on improving 
processes was limited. One can argue 
that handmade BPMN models often 
have little to do with reality and are not 
taken seriously. Trying to implement 
these simplistic models using WFM/
BPM technology is destined to fail. 
Therefore, these purely model-driven 
approaches became less popular over 
the last decade.

Data-Driven  
Process Management
Purely model-driven approaches 
tend to be disconnected from reality; 
process mining aims to address the 
problem. Organizations are not inter-
ested in handmade models that do not 
capture a constantly changing reality. I 
was one of the first to witness this, and 
at the end of 1990s, began a systemat-
ic, large-scale effort to learn the actual 
processes using event data. Unlike 
earlier approaches, which were either 
not data-driven or not process-centric, 
process mining combines event data 
and explicit process models.

Figure 1 provides an overview of 
process mining.8 First, event data is 

extracted from information systems. 
These may be ERP systems, such as 
SAP and Oracle; CRM systems, such 
as Salesforce; or custom-made or 
domain-specific systems, such as 
healthcare information systems. Each 
event refers to an activity, has a time-
stamp, and may refer to any number 
of objects (orders, customers, items, 
and deliveries). It is often assumed 
that there is a special object, called 
the case, that relates and connects 
the individual events. Based on such 
event data, a process model can be 
automatically discovered. The model 
may describe all behavior or just 
mainstream behavior. It can also be 
adapted to describe what should have 
happened. Hence, process models 
may be descriptive or normative and 
are connected to event data using 
replay or alignment techniques.8 
Through this connection, it is possible 
to diagnose performance and confor-
mance problems. For example, the 
model can be annotated with informa-
tion about deviations and bottleneck 
information. It is also possible to au-
tomatically conduct root-cause analy-
sis and even predict performance and 
conformance problems.

The Alpha algorithm, which I devel-
oped, was the first algorithm to dis-
cover concurrent processes from event 

Figure 1. Overview of process mining.
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exactions in existing systems—for 
example, automatically sending an 
email message, redistributing work, 
or executing an SAP transaction.

Celonis Execution  
Management System
The Celonis Execution Management 
System (EMS) supports all process-
mining capabilities shown in Figure 
1. Celonis was founded in 2011 by Al-
exander Rinke, Bastian Nominacher, 
and Martin Klenk. They discovered the 
early papers on process mining and 
created a process-mining start-up that 
is widely considered one of Europe’s 
most successful young IT companies. 
The author is the chief scientist at Ce-
lonis and served since 2015 as its chief 
academic advisor.

Celonis has 1,800 employees 
and 2,000 customers. Some Celonis 
installations have more than 5,000 
active users while handling more 
than 500 million cases and 10 billion 
events. The current valuation is 11.1 
billion USD (after obtaining $1 bil-
lion in Series D Round in June 2021). 
Celonis is clearly the market leader 
in process mining.

Figure 2 shows a screenshot of 
the Celonis EMS while discovering a 
process. Celonis was the first process-
mining system not focused exclusive-

ly on data scientists, but on engaging 
the people who are actually involved 
in the processes. Because hundreds 
or even thousands of organizations 
analyze similar processes, it is pos-
sible to prepackage evidence-based 
knowledge. Celonis also supports 
action-oriented process mining with 
its embedded low-code integration 
platform, which can support hun-
dreds of applications, including SAP, 
Oracle, and Salesforce. This way, 
process insights can be turned into 
improvement actions.

Conclusion
Process mining can be viewed as 
“taking X-rays” to uncover known and 
unknown “execution gaps,” while 
automation can be seen as the surgery 
undertaken to address those gaps and 
improve the process in a targeted way. 
Classical WFM/BPM approaches can 
be seen as surgery that is performed 
before taking X-rays to diagnose the 
actual problems. The Celonis EMS 
aims to combine both—that is, using 
process mining to uncover, diagnose, 
and predict performance and com-
pliance problems. These problems 
are subsequently addressed through 
targeted forms of automation.

Although most process-mining 
research is conducted in Europe, 

process mining is applied globally, 
and adoption is rapidly growing in 
the U.S. and Asia-Pacific. For example, 
more than 50% of the Fortune 500 
companies are exploring process 
mining. Yet, we are just at the begin-
ning, with many opportunities for 
cutting-edge research and innovative 
industrial applications.  
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computers is to reduce hardware 
errors that limit their practical uses. 
Regardless of the eventual technol-
ogy that wins the quantum hardware 
race, the key enabler for building QC 
applications is quantum software (see 
Figure 1).

Quantum software needs to be 
supported with a quantum software 
stack, ranging from operating sys-
tems to compilers and programming 
languages, (see examples in Table 1) 
as postulated by Bertels et al. from the 
University of Porto.3 Quantum software 
engineering (QSE) enables the cost-
effective and scalable development 
of dependable quantum software to 
build revolutionary quantum software 
applications in many domains—for 
example, finance, chemistry, health-
care, and agriculture (see Figure 1 and 
Table 1). However, effective quan-
tum software applications cannot 
be developed with classical software 
engineering methods due to quantum 
computing’s inherent characteris-
tics—for instance, superposition and 
entanglement. Thus, we need to build 
novel QSE methodologies (with tool 
support) that cover different phases 
of QSE, possibly including require-
ments engineering, modeling, coding, 
testing, and debugging as shown in 
Figure 1.

In this article, we first present a 
general view of quantum computing’s 
potential impact, followed by some 
highlights of EU-level QC initiatives. 
We then argue the need for QSE, pres-
ent the state of the art of QSE from 
multiple aspects (testing, for example) 
by comparing quantum computers 
with their classical counterparts, and 
shed light on possible research direc-
tions.

The Impact of  
Quantum Computing
Quantum computing is primed to 
solve a broad spectrum of computa-
tionally expensive societal and indus-
trial problems. Notable examples in-
clude accelerated drug discovery and 
vaccine development in healthcare, 

OV E R  T H E  L A S T  few decades, quantum computing 
(QC) has intrigued scientists, engineers, and the 
public across the globe. Quantum computers 
use quantum superposition to perform many 
computations, in parallel, that are not possible 
with classical computers, resulting in tremendous 
computational power.7 By exploiting such power, QC 
and quantum software enable many applications 
that are typically out of the reach of classical 
computing, such as drug discovery and faster artificial 
intelligence (AI) techniques.

Quantum computers are currently being developed 
with a variety of technologies, such as superconducting 
and ion trapping. Private companies, such as 
Google and IBM, are building their own quantum 
computers, while public entities are investing in 
quantum technologies. For example, the European 
Union Commission is spending €1 billion on quantum 
technologies (“EU’s Quantum Flagship Project’s 
Website”a). Currently, the key goal for quantum 

a https://qt.eu/about-quantum-flagship/introduction-to-the-quantum-flagship/

http://dx.doi.org/10.1145/3512340
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tum computer by 2024. In Sweden, 
the Wallenberg Centre for Quantum 
Technology at Chalmers is building a 
superconducting quantum computer 
capable of up to 100 qubits. The Future 
and Emerging Technologies’ Quan-
tum Technologies Flagship program 
also funds projects to build quantum 
computers. For example, AQTION is 
building Europe’s first ion-trapped 
quantum computer, while OpenSu-
perQ is focused on building a 100-qubit 
superconducting QC. To boost research 

portfolio management and optimiza-
tion in finance, and complex simula-
tions in physics to better understand 
our universe. As a result, QC’s success 
will inevitably and significantly impact 
our day-to-day lives and revolutionize 
most industries across many domains. 
Such impact must be realized via 
quantum software, the development 
of which should be systematically pow-
ered by QSE. Scientifically speaking, 
QSE will open new areas of research to 
develop real applications by fostering 

research communities across disci-
plines (such as computer science, soft-
ware engineering, mathematics, and 
physics) and interactions with other 
fields such as medicine, chemistry, 
and finance. Table 1 summarizes vari-
ous dimensions of QC with examples.

EU-level quantum initiatives. Ef-
forts to build quantum computers in 
Europe are increasing. VTT–Technical 
Research Centre of Finland, together 
with IQM, aims to build Finland’s 
first 25-qubit, fully functional quan-
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velopment is relatively new, an SDLC 
for quantum software doesn’t exist. 
However, quantum programming 
languages are available to implement 
quantum algorithms (see examples in 
Table 1). In their current state, these 
languages allow programming at the 
lower level—for instance, as quantum 
circuits consisting of quantum gates. 
Figure 2 shows a quantum program 
example in IBM’s Qiskit performing 
quantum entanglement, its equiva-
lent quantum circuit in the middle, 
and execution result on the right side.

Programming quantum circuits 
is challenging, as evidenced in the 
example, because it requires a special-
ized background in quantum physics, 
including an understanding of how 
quantum gates work. Unfortunately, 
classical computing programmers do 
not often possess such a background, 
thus making it difficult for them to 
program quantum computers. More-
over, in the context of quantum SDLC, 
quantum programming is just one as-
pect; attention must be given to other 
SDLC phases, such as requirements, 
design, and architecture; verification 
and validation; and maintenance.

Classical vs. Quantum  
Software Engineering
Quantum software requirements 
engineering and quantum software 
modeling. Due to the increasing 
complexity of software application 
domains, requirements engineering is 
critical, as it is the process of elicit-

on the development of novel QC ap-
plications in Germany, Fraunhofer 
installed an IBM Quantum System One 
to provide access to organizations inter-
ested in developing QC applications. Fi-
nally, NordiQuEst is a new collaborative 
effort between four Nordic countries 
and Estonia to build a dedicated Nor-
dic-Estonian QC ecosystem that will 
integrate various quantum computers 
and emulators and make them acces-
sible to the Nordic-Estonian region to 
accelerate QC research, development, 
and education.

Why Quantum Software  
Engineering?
Building practical and real-life QC 
applications requires the implemen-
tation of quantum algorithms as 
software. Learning from the classical 
computing realm, developing de-
pendable software entails following a 
software development life cycle (SDLC), 
which typically includes requirements 
engineering, architecture and design, 
development, testing, debugging, and 
maintenance phases.

Given that quantum software de-

Table 1. Various dimensions of quantum computing with examples. 

Dimension Examples

Applications Radiotherapy optimization, speeding up AI algorithms, 
empowering modeling and simulations in aerospace 
and physics, drug discovery, vaccine development, 
cryptography, portfolio management, among others.

QC programming languages OpenQL by TU Delft Netherlands, Silq by ETH Zürich 
Switzerland, Q# by Microsoft, Qiskit by IBM, Cirq by Google

QC platforms Quantum Inspire from QuTech Netherlands,  
Microsoft Quantum computing platform,  
and IBM Quantum Experience

Open source software Quantum compilers: BQSKit, D-Wave’s qbsolv 
Computer simulators: QuEST, QuPy
Editors: ProjectQ, QisKit Circuit Composer

Industry Norwegian Quantum Computing Group, IQM, Cambridge 
Computing, Qbee.eu, AegiQ, Algorithmiq, QBaltic, Arqit

Events Quantum Software Engineering Workshops co-located 
with ICSE, QC Talks at University of Porto, Portugal; 
Quantum Software Engineering and Technology Workshop; 
International Workshop on the QuANtum SoftWare 
Engineering & pRogramming

Figure 1. An overview of quantum software engineering.
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ing, specifying/modeling, managing 
requirements, among others. Dur-
ing the process, various stakehold-
ers—domain experts and software 
developers, for example—interact, and 
the resulting requirements serve as 
key artifacts to drive software design 
and development. From this perspec-
tive, we consider that requirements 
engineering in the quantum world 
aligns with requirements engineering 
of its classical computing counterpart 
(see Table 2 for details). However, QC 
brings new challenges.

First, its software engineers often 
find its application domains—for 
instance, radiotherapy optimization 
or drug discovery—hard to compre-
hend. Second, quantum software 
engineers must also equip themselves 
with basic knowledge about quantum 
mechanics, linear algebra, algorithms 
and their analysis, and more. There-
fore, requirements engineering is very 
important for easing communication 
among various stakeholders while 
raising the level of abstraction in 
understanding the domain and link-
ing the domain to analysis, design, 
and implementation. To the best of 
our knowledge, requirements engi-
neering for quantum software is an 
uncharted area of research. There has 
not been any publication in this area 
yet. We argue that, as with classical 
software, quantum software engineer-
ing requires the development of novel 
elicitation, specification, modeling, 
analysis, and verification methods.

Figure 2. Quantum entanglement program in OpenQASM together with its quantum circuit and execution result.

q10

q20

q1c0

q2c0

H

+

00 01 10 11

20

0

40

60

80

100

Pr
ob

ab
il

it
y（

%）

Computational basis states before
measurement

Code Quantum Circuit Execution Result

1 
2 
3 
4 
5 
6 
7 
8 
9 
10
11
12

OPENQASM 2.0; 
include "qelib1.inc"; 

qreg q1[1]; 
qreg q2[1]; 
creg q1c[1]; 
creg q2c[1]; 

h q1[0]; 
cx q1[0],q2[0];
measure q1[0] -> q1c[0];
measure q2[0] -> q2c[0];

Line 4

Line 5

Line 6

Line 7 Line 9 Line 10 Line 11 Line 12

State(q1q2): 00
50% 00 
50% 01

50% 00 
50% 11

Either 00 
or 11

Description: 
Lines 4-5 initialize two quantum registers (q1 and q2) in 0 states. Each register holds one qubit. Lines 6-7 initialize
two classical registers that will store the qubit values after the measurement (Lines 11-12). Line 9 puts q1 in
superposition with the Hadamard gate (h), whereas Line 10 entangles q1 and q2 with the Conditional NOT gate (cx). As a
result, whenever q1 and q2 are measured (e.g., in Lines 11-12), they will have the same values, i.e., either 00 or 11.
Each value, i.e., 00 or 11 has an equal probability to be observed. Note that for simplicity, we show the states for the
quantum circuit in terms of only probabilities and not as state vectors.   

Table 2. Comparison of classical and quantum computing.

Aspects Classical Quantum

Information 
encoding 

Bits Qubits

Building block Classical gates, that is, binary 
operations on binary inputs, 
such as NOT (which negates 
an input bit, such as, 0 to 1 and 
1 to 0).

Quantum gates perform operations 
on qubits. For example, the Hadamard 
gate puts qubits in superposition (see 
Figure 2). A quantum circuit is formed 
with a set of gates (see Figure 2).

Logic function Operates on a register of n bits. Operates on a register of n qubits.
Special Characteristic: Reversibility. 

State 0 or 1 for one bit
For example, two bits hold 
exactly one value at a time  
from the following possible 
values 00, 01, 10, 11.

Superposition: Quantum program can 
exist in multiple states at the same time. 
Entanglement: Two entangled qubits or 
registers exist in a single quantum state. 
For example, two qubits can hold four 
values at once: 00, 01, 10, and 11.

Programming 
process

Varies when using different 
programming languages, 
spanning from low-level 
assembly languages to high-
level languages, for example, 
Python.

The current practice is at the assembly 
language (for example, with Open 
Quantum Assembly Language) or 
designing quantum circuits.

Testing and 
debugging

(1) Reading intermediate 
states possible in some 
cases; (2) Some test oracles 
are probabilistic; (3) Fewer 
hardware errors; and (4) 
Direct breakpoints possible for 
interactive debugging.

(1) Directly reading intermediate states 
destroys superposition; (2) Most test 
oracles are probabilistic; (3) Many 
hardware errors; (4) Direct breakpoints 
not possible; and (5) Facing the 
decoherence problem. 

Software 
development

(1) Many SDLC, such as 
waterfall and agile; (2) Lots of 
frameworks for transferring 
high-level designs into low-
level implementations; and 
(3) Intuitive programming 
languages compared to 
quantum programming 
languages. 

(1) No well-established SDLC; (2) Lack 
of abstraction, for example, non-
existent mechanisms for translating 
high-level designs to gate-level 
implementations; and (3) Less intuitive 
programming languages. 
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and will, no doubt, revolutionize many 
technologies. It will transform our 
understanding of and the way we deal 
with complex problems and challeng-
es. Quantum software engineering is 
key to the systematic and cost-effective 
creation of tomorrow’s powerful, reli-
able, and practical QC applications.

Compared with classical comput-
ing, QC’s inherent complexity and its 
complex application domains—drug 
discovery, for example—present new 
multidimensional challenges that 
emphasize the significance of QSE. 
Fascinated by this observation, we pre-
sented in this article the key highlights 
of QC activities in Europe, key QSE in-
novations (when compared with clas-
sical software engineering), and open 
QSE research directions. This is the 
time to embrace QC and form the QSE 
community in Europe and globally. 
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Quantum finite-state machines, 
and the study of their formal proper-
ties, have been investigated in the lit-
erature.8 However, their application to 
quantum software modeling remains 
unstudied. Recently, there has been 
an increasing interest in extending 
the Unified Modeling Language (UML) 
to model quantum software, mainly 
in the classical software engineering 
community as highlighted by Euro-
pean researchers.2 More research is 
needed, though, to determine whether 
extending UML is sufficient or more 
domain-specific modeling solutions 
are required. In general, there are 
many opportunities for quantum 
software modeling, such as developing 
novel and intuitive quantum modeling 
notations and methodologies, verifica-
tion and validation with quantum 
software models, and empowering 
code/circuit generation.

Quantum software testing. It is 
important to ensure quantum pro-
grams are correct—that is, they can 
deliver their intended functionalities. 
Testing quantum programs is dif-
ficult compared to classical software 
due to their inherent characteristics, 
including their probabilistic nature; 
computations in superpositions; the 
use of advanced features, such as 
entanglement; a difficulty in reading 
or estimating quantum program states 
in superposition; and a lack of precise 
test oracles. Thus, there is a need for 
novel, automated, and systematic 
methods for testing quantum pro-
grams. Quantum software testing is 
garnering increased attention, and 
several papers have recently been pub-
lished, with significant contributions 
from European researchers.1,6,9,10

Several research areas need to be 
explored, such as how to define and 
check (with relevant statistics, for in-
stance) quantum test oracles without 
destroying superposition, and how 
to cost-effectively find test data that 
can break a quantum program. Given 
hardware noises in quantum comput-
ers, testing techniques must also be 
noise-aware. In general, we foresee the 
need to build theoretical foundations 
of quantum software testing, includ-
ing coverage criteria, test models, and 
test strategies. Test strategies consist 
of test oracles, test data, and test 
cases, and can be designed by consid-

ering fault types, metamorphic testing 
to deal with test oracle issues, and 
mutation analysis. To maximize the 
benefit, all test techniques are expect-
ed to be independent of a quantum 
programming language. Furthermore, 
we need practical applications, exten-
sive empirical evaluations of testing 
techniques, and the creation of bench-
marks for the community. Several 
automated quantum software testing 
tools have recently been developed, 
with major contributions by European 
researchers such as Quito, Muskit, 
QuSBT, QsharpCheck, and QuCAT.

Quantum software debugging. 
Observed failures in quantum pro-
grams—for instance, found with 
testing—need to be diagnosed with 
the debugging process to isolate and 
patch the code to fix the failure. This 
process typically comprises multiple 
tactics usually found in debuggers, 
such as relying on print statements 
in code to achieve interactive debug-
ging. Similarly, we need quantum 
software debugging tactics, imple-
mented in debuggers, to cost-effec-
tively diagnose and resolve quantum 
software failures. However, the 
development of effective debugging 
techniques faces several challenges 
as discussed in a key debugging 
work:4 an inability to directly monitor 
quantum software states in superpo-
sition; the understanding of quan-
tum software states, when possible 
(for instance, in quantum computer 
simulators), can be unintuitive; and 
a lack of best practices, in general, to 
perform debugging.

Several research opportunities exist 
for debugging quantum programs: 
tailoring classical debugging tactics 
(backtracking and cause elimination, 
for example) to debug programs on 
quantum simulators and developing 
novel tactics to debug on real quantum 
computers; novel visualization ap-
proaches to inspect values without the 
need to measure quantum states, with 
intuitive visualizations comprehensible 
by humans; and novel ways to infer 
quantum software states using statisti-
cal4 and projection-based assertions 
(for example, see Li et al.5), in addition 
to developing novel assertion types.

Conclusion
Quantum computing is on the rise 
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