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ABSTRACT
We have implemented a system termed Interactive Molecu-
lar Dynamics (IMD), which permits manipulation of mole-
cules in molecular dynamics simulations with real-time force
feedback and graphical display. Communication is achieved
through an efficient socket connection between the visual-
ization program (VMD) and a molecular dynamics program
(NAMD) running on single or multiple machines. A natural
force feedback interface for molecular steering is provided
by a haptic device. We model the effect of simulation speed
on the haptic feedback, and discuss results of an IMD study
of a 4,000 atom system, the gramicidin A channel.

Categories and Subject Descriptors
H.5.2 [Information Interfaces]: User Interfaces—Haptic
I/O ; I.3.6 [Computer Graphics]: Methodology and Tech-
niques—Interaction Techniques; I.6.8 [Simulation and Mod-
eling]: Types of Simulation—Parallel

General Terms
Algorithms, Design

Keywords
Molecular Dynamics, Haptic Feedback, Steered Molecular
Dynamics

1. INTRODUCTION
The binding properties of biomolecules and their response to
mechanical forces can now be studied directly using single-
molecule micromanipulation experiments. The techniques
involved in such experiments include atomic force microscopy
(AFM), optical tweezers, and the surface force apparatus;
see [2] for a review. The insight gained by these investi-
gations has inspired us and others [4, 15, 12] to adopt a
similar approach for the study of biomolecules by means of
computer simulations.

One such simulation approach, termed Steered Molecular
Dynamics (SMD) [7], has already provided important quali-
tative insights into biologically relevant problems, including
identification of binding pathways and the explanation of
elastic properties of proteins. In SMD, selected atoms are
steered by a moving restraint point attached via a linear
spring. A limitation of SMD is that the pulling direction
and spring constant of the restraint must be set before the
simulation is begun. This restriction has been a consequence
of the high computational cost of molecular dynamics simu-
lations and the need to run in batch mode at supercomput-
ing facilities. With modern high-performance workstations,
however, SMD can be implemented as an interactive system,
rather than in batch mode. Such an arrangement permits
the user to make adjustments to the applied forces based
on the progress of the simulation. We term this approach
Interactive Molecular Dynamics (IMD).

Our goal for IMD is to provide real-time feedback and steer-
ing for molecular dynamics simulations of biomolecules. Force
feedback in particular will enhance the already substantial
insight that can be gained from SMD. Incorporating force
feedback poses a signficant challenge to an IMD system;
therefore, we began with software designed to handle large,
complex biomolecular systems. In this article, we describe
our design and implementation of a communication scheme
connecting a force feedback device, visualization program,
and simulation engine. We also analyze the performance of
these components, both in terms of an abstract model and
in the context of a representative biological application.

2. SOFTWARE COMPONENTS
IMD consists of three primary components: a haptic de-
vice controlled by a server which generates the force envi-
ronment, a molecular dynamics simulation for determining
the effects of force application, and a visualization program
for display of the results; see Fig. 1. We shall refer to the
latter two elements by the names of the programs used in
our implementation: NAMD and VMD. All three compo-
nents communicate through TCP/IP network connections
and therefore can reside on different machines, though this
is not required.

VMD [5] was a nearly ideal program to serve as a front-end
for IMD. Since its earliest versions, VMD was designed to
work with 3D spatial trackers and other non-traditional in-
put devices. Also, unlike many other programs which are
geared towards the display of static molecular structures,



Molecular 
Parallel 

Dynamics

NAMD
IMD
Interface

Molecular
Visualization

VMD
VRPN
and 
Tracker
Interface

IMD
Interface

IMD Force Model

Phantom
Ghost 
Library

VRPN
Interface

Parallel Computer or
Workstation Cluster

3-D Visualization
Workstation

Haptic Feedback DeviceLaptop

100baseT Ethernet Network

Figure 1: Decomposition of IMD components into
asynchronous communicating processes.

VMD was designed to animate the progress of molecular
dynamics simulations. VMD’s code structure facilitated the
extension of the program’s tracker support to include a hap-
tic interface and the handling of unbuffered communication
between VMD and the simulation (see Sec. 3). VMD’s sup-
port for hardware 3D acceleration enabled coordinate sets
from the molecular dynamics simulation to be rendered in
real time.

The molecular dynamics platform for IMD has been NAMD
[11, 8], a fast, scalable [3], program which implements the
popular Charmm force field for molecular dynamics. The
absolute speed of NAMD is an essential ingredient of a re-
sponsive IMD system. NAMD’s scalability enables us to use
IMD to study large, biologically important systems as well
as small ones, given enough computational power. Our use
of an established molecular dynamics force field allows us to
compare results from IMD simulations to other molecular
dynamics investigations.

3. IMPLEMENTATION
IMD requires efficient network communication between the
visualization front-end and the molecular dynamics back-
end. While the network bandwidth requirements for per-
forming IMD are quite low relative to the computational re-
quirements, latency is a major concern. Our earlier efforts in
the area of interactive steering of molecular dynamics sim-
ulations used MDComm [10]. We found that MDComm’s
coordinate buffering mechanism would have imposed unac-
ceptably high communication latency when coupled with a
haptic device. We replaced the MDComm modules in VMD
and NAMD with custom sockets code to allow VMD and
NAMD to communicate efficiently. The communications
protocol consists of a small 16 byte header, followed by a
data segment whose content and length is specified by the
header. For maximum efficiency, the header and the data are
sent together in one socket write, ideally in a single network
packet. The entire IMD interface consists of a small set of
C-callable functions which can be adapted to any molecular
dynamics and/or visualization programs. An IMD interface
was recently written for the ProtoMol [9] molecular dynam-
ics framework.

Each time through its event loop, VMD checks for a coordi-
nate set from the MD program, updates the representation

geometry if a new coordinate set was received, redraws the
screen, and updates the restraint position of the haptic de-
vice. If the user has applied a force through the haptic de-
vice, VMD routes this force to NAMD, which then integrates
the force into the equations of motion for the molecule.
VMD communicates with a server provided by the VRPN
library [14]; the server controls the haptic environment ex-
perienced by the user handling the device. Updates to the
haptic restraint point are made when VMD receives a new
coordinate set from NAMD; while awaiting an update, the
haptic server applies smooth feedback forces based on the
most recent restraint point position. This scheme of split-
ting the haptic, visualization, and simulation components
into three communicating, asynchronous processes has been
employed successfully elsewhere [6].

4. FORCE MODEL
In IMD, physical forces generated by the user’s hand are
translated into forces on simulated atoms. Three scaling
parameters define the relationship between the virtual hap-
tic environment and the simulation environment. The first,
which we call α, is the ratio of wall clock time required for
a molecular dynamics timestep to the physical simulation
time, and is presently at least 1012. The second parameter,
β, is the amount by which forces applied by the user are
scaled before being applied to atoms in the simulation. Un-
like α, β can be set to any value the user desires; however,
as we shall see, the value of β has important implications
for the sensitivity and responsiveness of the IMD system.
Finally, atomic coordinates are scaled up by a factor γ in
order to be perceptible to humans. This factor is ultimately
limited by the workspace of the haptic device, although one
could in practice focus on a small part of the simulation re-
gion in order to increase the effective spatial resolution of
the haptic interface.

With these parameters in mind, we now derive a model of
the forces experienced by a user in an IMD session. An im-
portant result is the quantification of the role of simulation
speed in the response of the haptic device to applied forces.

In the user-haptic coordinate system, let Fhaptic be the force
exerted by user’s hand on the haptic device. The particle
experiences a force βFhaptic, taking into account the scaling
of applied forces. Using the scaling parameters described
above, we can relate the dynamics of the particle as per-
ceived in the haptic environment to the dynamics of the
particle in the simulation. Let x and t be the space and
time coordinate, respectively, of the particle in the haptic
environment, and χ and τ be the corresponding simulation
variables. The dynamics of an otherwise free particle in the
simulation are given by

m
d2χ

dτ2
= βFhaptic = m

α2

γ

d2x

dt2
. (1)

The user interprets the motion of the particle in terms of
Fhaptic and an effective mass m∗, defined by

Fhaptic = m∗ d2x

dt2
. (2)

Combining equations (1) and (2), we arrive at an expression
for the effective mass in terms of the actual mass of the



particle and the scaling parameters:

m∗ =
α2

βγ
m. (3)

Consider now the special case in which the applied force is
proportional to the distance of the particle in the virtual en-
vironment from a restraint point that moves with the haptic
controller. In this case Fhaptic = −kx, where k is the spring
constant defining the strength of the restraint. The atom
experiences an external force βkx = kβγχ. If the particle
is also subject to a potential U due to the presence of other
atoms in the system, the dynamics of the particle will be
given by

m
d2χ

dτ2
= −kβγχ− dU

dχ
. (4)

Equations (3) and (4) together describe the interplay of the
scaling parameters in determining the environment experi-
enced by the user in IMD. In order for the system to respond
to applied forces, m∗ must be reasonably small, i.e. a few
kilograms, since the maximum force that can be exerted by
modern haptic devices is ∼ 1 − 10 N. According to Eq. (3)
m∗ depends strongly on the speed of the simulation. The
effective mass can be made smaller by scaling up the force
applied by the user. However, this cannot be done without
limit since, as Eq. (4) suggests, the applied forces will over-
whelm the forces due to the simulation potential. The user
would not be able to feel the potential, only the response of
the particle restrained by the haptic device. For purposes
of quantitative analysis of the system’s response to applied
forces, it has been shown that stiff restraints are necessary
for accurate sampling of the interatomic potential [1].

5. RESULTS

Table 1: Dependence of VMD frame rate on the
rate of coordinate updates for two different rep-
resentation styles. Solid reps corresponds to the
representation depicted in Fig. 2; line reps was a
lines-only representation. Frame rates were gath-
ered from timings of five sets of 200 screen redraws.
coordinate updates/sec solid reps (fps) line reps (fps)

(disabled) 42.9 ± .09 124.5 ± .05
1.22 36.7 ± 1.8 99.4 ± 5.7
2.45 37.9 ± .24 99.4 ± .60
4.90 35.0 ± .44 85.6 ± .88
9.80 29.4 ± .25 57.6 ± .35
19.60 18.2 ± .45 26.0 ± 2.6

The ion channel gramicidin A was used as a testbed both
for developing the VMD interface for IMD as well as evalu-
ating the performance of the implementation. Researchers
can use SMD to study the process of ion permeation through
the channel, but its modest size (4385 atoms) also make it
amenable to study with IMD; see Fig. 2. As described in
Sec. 4, the scaling of the haptic workspace relative to the
simulation, the scaling of the forces sent to the simulation,
and the stiffness of the restraint all play a role in the sensi-
tivity of the haptic device to events in the simulation, and

Figure 2: Example of using IMD to study the per-
meation of ions through a gramicidin A channel. De-
picted are a sodium ion (large sphere), a gramicidin
A dimer in ribbon representation, four of the lipid
molecules comprising the membrane in which the
channel is embedded (for clarity, not all are shown),
and the surrounding water. Researchers using a
haptic device or 3D tracker can interactively steer
the ion through the channel and gather applied force
data for analysis.

vice versa. In VMD, all three of these parameters are user-
configurable.

Performance of our IMD system may be assessed quantita-
tively by means of Table 1. Simulations were performed on
two dual-processor 500 MHz Alpha workstations connected
via 100baseT Ethernet to each other and to the visualization
program; network latency was less than 1 ms. The visual-
ization program ran on a single processor of a 450 MHz Sun
Ultra 80 with Expert 3D graphics. Redraws were decoupled
from the vertical refresh rate of the monitor. Viewpoint-
dependent rendering of pre-computed geometry was done
for each frame; molecular geometry was recalculated only
when new coordinate sets were received from the MD pro-
gram.

At the highest coordinate transfer rates, VMD’s performance
declined somewhat due to the need to retrieve all avail-
able data from the IMD connection before proceeding with
graphics computations. However, for simpler representa-
tions (column 3 of Table 1), VMD’s frame rate is always
higher than NAMD’s coordinate update rate. Since the po-
sition of the haptic restraint is updated only as fast as new
coordinate frames are received, the best use of our system
was to set the coordinate transfer rate as high as possible
and use a molecular representation just simple enough to
keep the rendering rate higher than the coordinate transfer
rate.

6. CONCLUSIONS
Our implementation of IMD has demonstrated that advances
in available computational power make possible a new, in-
teractive mode of biophysical investigation. We have de-
scribed quantitatively the effect of simulation speed on the
sensitivity and responsiveness of the haptic system for any



IMD implementation employing our paradigm; these results
should prove to be a useful guide for future designs.

In a related work [13], molecular dynamics simulations were
visualized in real time in a virtual environment, with 3D
trackers used for steering. Our system goes further in deliv-
ering force as well as visual feedback to the user. As we have
seen, this is a nontrivial extension, as the force experienced
by the user depends strongly on the speed of the simulation.
A production-quality parallel molecular dynamics program
such as NAMD as well as high-speed computers were key to
IMD’s success.

Our current implementation of IMD has shown that it is
important to minimize sources of latency and unnecessary
synchronization between the components of the system. The
existing decomposition of the IMD components into three
concurrent communicating processes was sufficient for our
early investigations into IMD, however a finer-grained de-
composition utilizing multithreading could provide further
reductions in communications latency and entirely eliminate
the remaining synchronization of haptic constraint updates
with visual display. With these improvements in place, only
the coordinate update rate of a given molecular dynamics
simulation would limit the sensitivity of the haptic device
and the overall performance of the IMD system.
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L. Kalé, R. D. Skeel, and K. Schulten. NAMD – A
parallel, object-oriented molecular dynamics program.
Int. J. Supercomput. Appl. High Perform. Comput.,
10:251–268, 1996.

[12] E. Paci and M. Karplus. Forced unfolding of
fibronectin type 3 modules: An analysis by biased
molecular dynamics simulations. J. Mol. Biol.,
288:441–459, 1999.

[13] J. F. Prins, J. Hermans, G. Mann, L. S. Nyland, and
M. Simons. A virtual environment for steered
molecular dynamics. Future Generation Computer
Systems, 15:485–495, 1999.

[14] R. M. Taylor II. VRPN: Virtual Reality Peripheral
Network, 1998.
http://www.cs.unc.edu/Research/vrpn/.

[15] R. C. Wade, R. R. Gabdoulline, S. K. Ludemann, and
V. Lounnas. Electrostatic steering and ionic tethering
in enzyme-ligand binding: Insights from simulations.
Proc. Natl. Acad. Sci. USA, 95:5942–5949, 1998.


