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Focus: Networks
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Modeling Performance

Blue Gene/Q (16,384 cores)
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Fast Simulation

* Simulate message-level ¢ Different resolutions for

events instead of packets different components
* Focus on key-features, * Use heuristics to
ignore the rest estimate the state
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Moving Forward...

Can we create a feedback loop between machine
learning and fast simulation?

First few minutes of a job run can be utilized to
find the best mapping using the power of
thousands of cores via fast simulation.

Use fast and accurate simulation for studying
future networks for applications of interest.

More info at http://charm.cs.illinois.edu/~nikhil/



