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Understanding Network Contention on Blue Gene Supercomputers

Topology aware task mapping can improve performance of parallel applications. It is widely accepted that mapping can optimize latency or bandwidth and minimize network contention. However, the
correlation between different mappings, routing schemes, network contention and performance improvements is not well understood. We present preliminary work on an accurate understanding of
the software stack and hardware design of the torus on Blue Gene machines, their effect on performance, and usefulness of hardware counters in correlating mapping & performance. We demonstrate
up to 12% improvement in observed bandwidth by altering the software stack based on our understanding of these issues.

Critical factors affecting messaging
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Can FIFO mapping improve performance?
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 Change mapping in DCMF code (10 lines)
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Impact on application performance

pF3D is a multi-physics code used to study laser
plasma-interactions at NIF, LLNL. It has two
communication phases:

e All-to-alls for FFT

* Pairwise exchange
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 Most of the gain is found in pairwise
exchange phase

* Improvements are over the fine tuned
task mapping

Experiments on Blue Gene/Q

 The fifth (E) dimension (of size 2) behaves in a unique manner

* Instead of FIFO mapping, BG/Q introduces message mapping — finer control

over routing of messages
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Network counters versus performance

Amount of traffic passing

through links does not correlate
with actual performance

Do we need to look at other

counters?
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2D projection of traffic flowing on
deterministic channels for TXYZ
and TiltZX mappings — darker
shades indicate more traffic
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Dynamic and deterministic channels

Histograms showing ratio of traffic on dynamic channels to that on
deterministic channels — concentration towards right is better
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