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Figure 9: Prediction success: summary for all benchmarks on 65,536 cores of BG/Q. H3: avg bytes & max bytes & avg buffer & max
FIFO; H5: avg bytes TO & avg buffer TO & avg delay AO & sum hops A0 & max FIFO

sizes. It is to be noted that the training and testing sets are now six
times the size of individual sets (336 vs. 56 for the training set and
168 vs. 28 for the testing set). Figure 10 presents the prediction
success and the absolute number of mispredictions for this exper-
iment. We present selected prior, new and hybrid features in this
experiment.

High RCC values, such as 0.97 for avg bytes, suggests that the
combination of training sets results in a better prediction than the
individual cases. A comparison of the total number of mispredic-
tions, presented in Figure 10, with the sum of mispredictions for
individual cases results in similar values. This suggests that scikit
was successful in classifying the sample data from different kinds
of communication patterns and message sizes and in making good
predictions using them. This suggests that if a large database con-
sisting of different communication patterns and message sizes is
created, predicting performance of different classes of applications
(possibly with unknown communication structure) may be feasible.
We leave an in-depth study of this aspect for future work.

6.2 Predicting performance on 65,536 cores us-
ing 16,384-core samples

We also experimented with predicting the performance on 65,536
cores using the same combined training set for 16,384 cores from
the section above. We obtained a maximum RCC value of 0.975
using the feature set H3: avg bytes, max bytes, avg buffer, max
FIFO. In terms of absolute number of pairs with the wrong order-
ing, ⇠ 3200 pairs was mispredicted among a full set of 126756.

We find these results to be very encouraging since a strong corre-
lation for predicting performance on large node counts using data
from smaller jobs may provide a scalable method for performance
prediction. Using smaller systems to predict performance at scale
has several advantages. First, generating data sets is more feasible
in this regime because it consumes less resources. Second, man-
ually generating various mappings for large systems is impracti-
cal, but using prediction on smaller node counts, a large number of
mappings can be explored with low overhead.
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Figure 10: Prediction success using combination of bench-
marks as training and testing sets.

7. RESULTS WITH PF3D
pF3D [17] is a multi-physics code used for studying laser plasma-
interactions in the National Ignition Facility (NIF) experiments at
LLNL. pF3D is a communication-heavy application and has been
shown to benefit significantly from task mapping on Blue Gene/P [6].
This is the first attempt at mapping pF3D on Blue Gene/Q.

pF3D simulations consist of three distinct phases: wave propaga-
tion and coupling, advecting light, and solving the hydrodynamic
equations. The MPI processes are arranged in a 3D Cartesian grid


