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(b) Random forests

Figure 3: Example decision tree and random forests generated using scikit.

by the input features. Each color in the figure is a leaf region of one
of the decision trees in the random forest generated by fitting the
training set. The white circles are the test set being predicted. To
predict the target for these unseen samples, every decision tree is
traversed to find the right leaf node that provides a possible tar-
get value. Having obtained a set of possible target values from the
decision trees, they are combined to provide the predicted value.

4.4 Metrics for prediction success
The goodness or success of the prediction function (also referred
to as the score) can be evaluated using different metrics depend-
ing on the definition of success. Our main goal is to compare the
performance of two mappings and determine the correct ordering
between the mappings in terms of performance. Hence, we focus
on a rank correlation metric for determining success but we also
present results for a metric that compares absolute values.
Rank Correlation Coefficient (RCC): Ranks are assigned to map-
pings based on their position in two sorted sets (by execution times
for observed and predicted performance). RCC is defined as the
ratio of the number of pairs of task mappings whose ranks were
in the same partial order in both the sets to the total number of
pairs. In statistical parlance, RCC equals the ratio of the number
of concordant pairs to that of all pairs (Kendall’s Tau [1]). For-
mally speaking, if observed ranks of tasks mappings are given by
{x1, x2, · · · , xn}, and the predicted ranks by {y1, y2, · · · , yn},
we define RCC as:

concord ij =

8
><

>:

1, if xi >= xj & yi >= yj

1, if xi < xj & yi < yj

0, otherwise

RCC =

⇣ X
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⌘
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Absolute Correlation (R2): To predict the success for absolute
predicted values, we use the coefficient of determination from statis-
tics, R-squared,

R2
(y, ŷ) = 1�

P
i(yi � ŷi)

2

P
i(yi � ȳ)2

where ŷi is the predicted value of the ith sample, yi is the corre-
sponding true value, and

ȳ =

1

nsamples

X

i

yi

5. PERFORMANCE PREDICTION OF COM-
MUNICATION KERNELS

In this section, we present predictions for the execution times of
communication kernels (Section 4.2) for different task mappings.

5.1 Performance variation with mapping
Figure 4 presents the execution times for the three benchmarks for
four message sizes – 8 bytes, 512 bytes, 16 KB and 4 MB. These
sizes represent the amount of data exchanged between a pair of
MPI processes. For example, for 2D Halo, this number is the size
of a message sent by an MPI process to each of its four neighbors
in 2D. For a particular message size, a point on the plot represents
the execution time (on the y-axis) for a mapping (on the x-axis).

For 2D Halo, Figure 4(a) shows that for small messages such as 8
and 512 bytes, mapping has an insignificant impact. As the mes-
sage size increases to 16 KB, in addition to an increase in the run-
time, we observe up to a 7⇥ difference in performance for the best
mapping in comparison to the worst mapping (note the log scale
on the y-axis). Similar variation is seen as we further increase the
message size to 4 MB. For a more communication intensive bench-
mark, 3D Halo, we find that mapping impacts performance even for
messages of size 512 bytes (Figure 4(b)). As we further increase
the communication in Sub A2A, the effect of task mapping is seen
even for the 8-byte messages as shown in Figure 4(c).

In the sections below, we do not present predictions for the cases
where the performance variation due to mapping is statistically in-
significant: 8- and 512-byte results in case of 2D Halo and 8-byte
results in case of 3D Halo.

5.2 Prior features
We begin with showing prediction results using prior metrics/ fea-
tures (described in Section 2) and quantify the goodness of the fit
or prediction using RCC and R2 (Section 4.4).


