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Figure 1: Performance variation with prior metrics. A large variation in performance is observed for the same value of the metric in
all three cases.

In Section 2, we describe the common metrics used in literature and
motivate the need for more precise metrics. Sources of contention
on torus networks, methodology for collecting hardware counters
data, and new proposed metrics are discussed in Section 3. The
benchmarks and supervised learning techniques used in the paper
and the measures of prediction success are described in Section 4.
In Sections 5, 6, 7, we present results using prior metrics, new met-
rics and their combinations. We conclude our work in Section 8.

2. BACKGROUND AND MOTIVATION
Several metrics have been proposed in the literature to evaluate task
mappings offline. Let us assume a guest graph, G = (Vg, Eg)

(communication graph between tasks in a parallel application) and
a host graph, H = (Vh, Eh) (network topology of the parallel ma-
chine). M defines a mapping of the guest graph, G on the host
graph, H . The earliest metric that was used to compare the effec-
tiveness of task mappings is dilation [3, 12]. Dilation for a mapping
M can be defined as,

dilation(M) = max

ei2Eg
di(M) (1)

where di is the dilation of the edge ei for a mapping M . Dilation of
an edge ei is the number of hops between the end-points of the edge
when mapped to the host graph. This metric aims at minimizing the
length of the longest wire in a circuit [3]. We will refer to this as
maximum dilation to avoid any confusion. We can also calculate
the average dilation per edge for a mapping as,

average dilation-per-edge(M) =

P
ei2Eg

di(M)

|Eg|
(2)

Hoefler and Snir overload dilation to describe the “expected” dila-
tion for an edge and “average” dilation for a mapping [11]. Their
definition of expected dilation for an edge can be reduced to equa-
tion 1 above by assuming that messages are only routed on shortest
paths, which is true for the IBM Blue Gene and Cray XT/XE fam-
ily (if all nodes are in a healthy state). The average dilation metric,
as coined by Hoefler and Snir, is a weighted dilation and has been
previously referred to as the hop-bytes metric by Sadayappan [9] in
1988 and Agarwal in 2006 [2]. Hop-bytes is the weighted sum of
the edge dilations where the weights are the message sizes. Hop-
bytes can be calculated by the equation,

hop-bytes(M) =

X

ei2Eg

di(M)⇥ wi (3)

where di is the dilation of edge ei and wi is the weight (message

size in bytes) of edge ei.

Hop-bytes gives an indication of the overall communication traffic
being injected on to the network. We can derive two metrics based
on hop-bytes: the average number of hops traveled by each byte on
the network,

average hops-per-byte(M) =

P
ei2Eg

di(M)⇥ wi
P

ei2Eg
wi

(4)

and the average number of bytes that pass through a hardware link,

average bytes-per-link(M) =

P
ei2Eg

di(M)⇥ wi

|Eh|
(5)

The former gives an indication of how far each byte has to travel
on average. The latter gives an indication of the average load or
congestion on a hardware link on the network. They are derived
metrics (from hop-bytes) and all three are practically equivalent
when used for prediction. In the rest of the paper, we use average
bytes-per-link.

Another metric that indicates congestion on network links is the
maximum number of bytes going through any link on the network,

maximum bytes(M) = max

li2Eh

(

X

ej2Eg |ej=)li

wj) (6)

where ej =) li represents that edge ej in the guest graph goes
through edge (link) li in the host graph (network). Hoefler and
Snir use a second metric in their paper [11], worst case congestion,
which is the same as equation 6 above.

We conducted a simple experiment with three of these metrics de-
scribed above – maximum dilation, average bytes-per-link and max-
imum bytes on a link to analyze their correlation with application
performance. Figure 1 shows the communication time for one it-
eration of a two-dimensional halo exchange versus the three met-
rics in different plots. Although the coefficient of determination
values (R2, metric used for prediction success) are high, there is
a significant variation in the y-values for different points with the
same x-value. For example, in the maximum bytes plot (right), for
x = 6e9, there are mappings with performance varying from 20 to
50 ms. These variations make predicting performance using simple
models with a reasonably high accuracy (±5% error) difficult. This
motivated us to find new metrics and ways to improve the correla-
tion between metrics and application performance.


