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Figure 11: Predicting performance on 65,536 cores using
16,384 cores. RCC of up to 0.975 was achieved - 3,200 mis-
predictions in 1,26,756 pairs (2.5%).

and all of the MPI communication is performed along different di-
rections (X,Y, Z) of this grid. Wave propagation and coupling
consists of two-dimensional (2D) Fast Fourier Transforms (FFTs)
in XY -planes; the 2D FFTs are performed via two non-overlapping
1D FFTs along the X and Y directions using MPI_Alltoall.
The advection phase involves planar exchange of data with neigh-
bors in the Z-direction performed using MPI_Send and MPI_Recv.
Finally, the hydrodynamic phase consists of near-neighbor data ex-
change in the positive and negative X , Y and Z directions. The
FFT phase and the planar exchange in Z account for most of the
time spent in communication in pF3D. The logical 3D grid of pro-
cesses used for pF3D in this paper was 16⇥ 8⇥ 128.

In Figure 12, we present RCC scores for predicting the performance
of pF3D on 16,384 cores of BG/Q. While avg bytes has a low RCC,
max bytes correctly predicts the pairwise ordering for 91% of the
task mapping pairs. Interestingly, sum of dilations for messages
that belong to the average outlier set exhibits a high RCC of 0.94.
Similar to the benchmarks, the hybrid features show strong corre-
lation with performance, and have RCCs exceeding 0.96 for this
production application. The highest correlation achieved is for the
set H6: avg bytes TO, avg buffer AO, avg delay TO, avg delay AO,
sum hops A0, max FIFO that has an RCC of 0.995. The R2 val-
ues are significantly lower, in contrast with the benchmarks. For
max bytes, the R2 value is only 0.76 which increases dramatically
to 0.931 for the hybrid set H6. The prediction results for pF3D
on 65, 536 cores were not as expected and we hope to add those
numbers in the final version of the paper.

8. CONCLUSION
Significant time and effort wasted in real runs to evaluate the per-
formance of different task mappings suggests the use of simulation
or metrics to predict application performance offline. Metrics used
previously in literature fall short in providing strong correlations
with execution time. In this paper, we demonstrate the use of new
metrics and machine learning techniques to predict performance of
parallel applications for different task mappings.

In addition to prior metrics, such as maximum bytes, we have de-
veloped new metrics, such as buffer length and messages in in-
jection FIFOs, to include the effects of contention for network re-
sources other than links. Using a combination of these metrics,
which includes average and maximum bytes on links, maximum
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Figure 12: Prediction success for pF3D using a variety of prior,
new, and hybrid metrics. RCC values are very high for the hy-
brid metrics, as in previous examples, but are somewhat lower
for prior and new single metrics. R2 values are lower on aver-
age overall.

messages contending for an injection FIFO, and the average num-
ber of packets in buffers, we show rank correlation coefficients of
up to 0.99, i.e. for only 1% of pairs the pairwise ordering is pre-
dicted incorrectly. This signifies an improvement of 14% in the
prediction success for an all-to-all over sub-communicators bench-
mark and 8% for 2D and 3D halo exchange. In addition, prediction
using such hybrid metrics also shows high R2 scores which indi-
cates good prediction in terms of absolute values.

We also successfully attempted combining of training and testing
sets from different benchmarks and and still retaining high pre-
diction accuracy. This suggests that if a large database consist-
ing of different communication patterns and message sizes is cre-
ated, predicting performance of different classes of applications
(possibly with unknown communication structure) may be feasi-
ble. More importantly, we show that using training sets from small
core counts, we can predict performance at a larger count with an
RCC value of 0.975. This may provide a scalable method for per-
formance prediction at large scales and for future machines without
having to perform detailed network simulations. Finally, we have
demonstrated that supervised learning and ensemble methods can
be used to predict performance not only for simple communication
kernels but also for complex production applications with several
diverse communication phases.
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