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Figure 7: Prediction success based on hybrid features from Table 3. We obtain RCC and R2 values exceeding 0.99 for 3D Halo and
Sub A2A. Prediction success improves significantly for 2D Halo also.

0.93 to 0.975 and 0.955 for the 16 KB and 4 MB message sizes
respectively. For the more communication intensive benchmarks,
we obtained R2 values as high as 0.99 in general. Hence, the use
of hybrid features not only predicts the correct pairwise ordering
of mapping pairs but also does so with high accuracy in predicting
their absolute performance.

5.5 Summary
Figure 8 presents the scatter-plot of predicted performance for the
three benchmarks for the 4 MB message size. On the x-axis are the
task mappings sorted by observed performance, while the y-axis
is the predicted performance. The feature set H3: avg bytes, max
bytes, avg buffer, max FIFO was used for these predictions. It is
evident from the figure that an almost perfect ordering is achieved
for all three benchmarks.

Figure 9 shows the prediction success for the three benchmarks on
65,536 cores of BG/Q. From all the previously presented features
(prior, new and hybrid), we selected the ones with the highest RCC
scores for 16,384 cores, and present only those in this figure. We
obtain significant improvements in the prediction scores using hy-

brid features for prediction in comparison to single features such as
max bytes and avg bytes TO. For Sub A2A, RCC improved by 14%
from 0.86 to 0.98 , with a RCC value of 1.00 for both 512 bytes
and 4 MB message sizes. For 2D Halo and 3D Halo, an improve-
ment of up to 8% was observed in the prediction success. Similar
trends were observed for R2 values.

6. COMBINING ALL TRAINING SETS
In the previous section, we presented high correlation for predict-
ing performance of the three benchmarks. For the prediction of
individual benchmarks, the training and testing sets were generated
from the 84 different mappings of the same benchmark for a par-
ticular message size on a fixed core count. In this section, we relax
these requirements, and explore the space where the training and
testing sets are a mix of different benchmarks, message sizes and
core counts.

6.1 Combining samples from different kernels
We first explore the use of training and testing sets that are a combi-
nation of all three benchmarks and both 16 KB and 4 MB message
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Figure 8: Scatter plot of predicted performance (for 2D Halo, 3D Halo and Sub A2A in order) using hybrid features. Mappings
sorted by observed performance are used as the x-axis.


