
the default mapping of MPI tasks with four mapping and routing
configurations – BNM, BDM, DFI and RDI.

Figure 11: Average number of bytes sent over LL, LR and D
links for the multicast pattern on 64 supernodes

In Figure 11, we present link usage statistics for the three types
of links. This is a different communication pattern from the 2D
and 4D near-neighbor patterns we have seen so far. The random
nodes and random drawers mapping with direct routing do not get
better link utilization compared to the default mapping because it is
difficult to find a blocking that is optimized for this multicast pat-
tern. However, the indirect routing cases (DFI and RDI) succeed
in lowering the average and maximum usage on the D links signifi-
cantly compared to the other mappings. This is also reflected in the
reduction in the execution time per iteration as shown in Table 6.

7. SIMULATIONS FOR 300 SUPERNODES
Predictions for the sustained Petaflop/s Blue Waters machine, to

be installed at Illinois, indicated that the machine would have more

DEF RNM RDM DFI RDI

54.64 87.73 44.24 17.81 17.64

Table 6: Execution time per iteration (in ms) for the multicast
pattern for different mappings on 64 supernodes

than 300 supernodes connected by the PERCS network (the actual
number is not public). We now present results of running a 4D
Stencil on 307,200 cores using a detailed packet-level PERCS net-
work simulation. To the best of our knowledge, this is the first
attempt at simulating a parallel machine at this scale.

Figure 12: Average number of bytes sent over LL, LR and D
links for 4D Stencil on 300 supernodes

For 300 supernode simulations, we consider a data array of 512×
512 × 1024 × 4800 doubles. The 4D array is distributed among
307, 200 MPI tasks with each task being assigned 32×32×64×64
elements. This leads to a logical 4D grid of MPI tasks of dimen-
sions 16 × 16 × 16 × 75. We use mapping configurations similar


