
a scarcity of D links in comparison to LL and LR links. This may
be a bottleneck in applications with comparable intra-supernode
and inter-supernode traffic if they are running on a small subset
of supernodes. Hence, we simulate two different system sizes (64
supernodes and 300 supernodes) to compare them.

The next section will present a case study of a 2D Stencil show-
ing that a default mapping of this application with direct routing can
lead to significant congestion on the network. Hence, interesting
research questions arise with respect to reducing hot-spots on two-
level direct networks. Random versus contiguous job scheduling,
direct versus indirect routing and intelligent mapping techniques
present opportunities to minimize congestion.

3. MOTIVATION
Let us look at a relatively simple yet prevalent communication

pattern — a two-dimensional five-point stencil computation. We
will consider a case where the application uses 16 supernodes or
16, 384 cores of the machine. Placement at various levels can play
an important role for this pattern in deciding which MPI processes
to put together on one node (32 cores) on one hand to which nodes
or drawers should be placed on “virtual” supernode boundaries on
the other hand. Let us assume that the virtual cartesian topology
for this example is 128 × 128 and the communication is wrapped
around on all four sides.

The default placement of processes by the job scheduler will di-
vide the 2D topology of 128× 128 tasks along one dimension and
each supernode gets a block of 8× 128 tasks. Within a supernode,
each drawer gets a block of 2 × 128 tasks in order and each node
gets a block of 1×32 tasks. Figure 3 (left) shows the default place-
ment of the 16, 384 tasks on the 16 supernodes. As is obvious from
the diagram, 128 cores at the boundaries share a D link (shown in
red) with a capacity of 10 GB/s leading to an effective bandwidth
of 10÷ 128 GB/s.
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SN 1

SN 15

SN 0 SN 1
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Figure 3: Default (linear) and blocked (square) mapping of
tasks performing 2D communication on 16 supernodes

A simple square decomposition of the domain at each level (su-
pernodes, drawers and nodes) can improve the utilization of links
significantly. Assigning a square block of 32 × 32 tasks to each
supernode leads to the use of more D links (see Figure 3, right) –
32 instead of 16 D links are used now. Also, each D link is used
for only one-fourth of the data in this setup and hence the effective
bandwidth per D link is 10÷ 32 GB/s.

Next, let us consider the grouping of MPI processes within a
drawer and a node, for optimizing communication further using
topology aware mapping (Figure 4). As opposed to the default
mapping, within a supernode, tasks can be grouped into blocks of
16× 16 to be placed on the four drawers and further into blocks of
4 × 8 to be placed on each node. In this case, the effective band-
width available on LR links is 5÷ 8 GB/s and that on each LL link

Figure 4: Default (linear) and blocked (square) mapping of
tasks on to drawers and nodes within a supernode

is 24 ÷ 8 GB/s. These improvements in link utilization using an
intelligent mapping are summarized in Table 1.

Link Default Mapping Good Mapping

D 10/128 = 0.078 10/32 = 0.313
LR 5/32 = 0.156 5/8 = 0.625
LL 24/32 = 0.75 24/8 = 3.0

Table 1: Effective link bandwidth (in GB/s) when using the de-
fault and an intelligent mapping for a 2D Stencil of 16K tasks

As we can see, an intelligent mapping can increase the number of
links used and reduce the load on each link. This can lead to signif-
icant performance improvements. However, it is important to note
that even a good blocked mapping utilizes only 32 D links whereas
the number of D links among 16 supernodes is 16× 15 = 240. A
random mapping at the level of nodes or drawers will increase the
number of D links used although it might lead to hot-spots. We will
look at these issues in detail in Section 6.

4. APPROACHES TO MINIMIZING CON-
GESTION ON THE NETWORK

Topology aware mapping of MPI tasks to physical cores/nodes
on a machine can minimize contention and impact application per-
formance [4, 9, 19, 20]. Intelligent mapping can be used to care-
fully distribute traffic over the various links on two-level direct net-
works. This section outlines the different mappings that we eval-
uate for minimizing hot-spots on the network. We also explore
indirect routing coupled with some of the mappings to analyze if it
can be used as an alternative to intelligent mapping.

4.1 Topology aware mapping
A default MPI rank-ordered mapping of processes on to nodes

of a two-level direct network can lead to significant hot-spots and
extremely low effective bandwidth on some links (as shown in Sec-
tion 3). Intelligent mapping of the virtual communication topology
on to such networks can spread the communication over more links
instead of concentrating it over a few and result in reduced con-
tention and better application performance. Below, we present dif-
ferent mapping techniques for near-neighbor communication pat-
terns that will be compared using simulations:

Default Mapping (DEF): Default mapping refers to a “contigu-
ous” MPI rank-ordered mapping where rank 0 is placed on the first
core in the allocated job partition, rank 1 on the second and so on.
Let us use a concrete example of mapping a 2D near-neighbor com-
munication pattern originating from a 5-point stencil on to 64 su-
pernodes of the PERCS topology to understand different mappings.
We assume a virtual topology of 256× 256 tasks for this example
since there are 65, 536 cores on 64 supernodes. The default map-
ping by the job scheduler will place the first 1024 tasks i.e. a block


