
DEF BNM BDM BSM RNM RDM DFI RDI

481.70 481.74 480.07 480.90 480.71 481.03 480.07 479.74

Table 4: Execution time per iteration (in ms) for 2D Stencil for different mappings on 64 supernodes

Mapping Node Drawer Supernode

DEF 16× 2× 1× 1 16× 16× 1× 1 16× 16× 4× 1
BNM 4× 2× 2× 2 16× 4× 2× 2 16× 16× 2× 2
BDM 4× 2× 2× 2 4× 4× 4× 4 16× 4× 4× 4
BSM 4× 2× 2× 2 4× 4× 4× 4 8× 8× 4× 4

Table 5: Dimensions of blocks at different levels (node, drawer and supernode) for different mappings of 4D Stencil

that mapping can result in significant improvements when commu-
nication is higher, in the next few sections.

6.2 Mapping a 4D 9-point Stencil
A four-dimensional nine-point stencil is representative of the

communication pattern in MILC, a Lattice QCD code. For the same
amount of data assigned to each task in a two- and four-dimensional
stencil computation, say x4, the computation is 5x4 in 2D versus
9x4 in 4D and the size of each message is x2 in 2D and x3 in 4D.
Hence, we expect more congestion, given larger messages and bet-
ter improvement from mapping for 4D Stencil.

For 4D Stencil simulations, we consider an array of 1024 ×
1024 × 1024 × 1024 doubles. The 4D array is distributed among
MPI tasks by recursively dividing along all four dimensions, with
each task being assigned 64 × 64 × 64 × 64 elements. This leads
to a logical 4D grid of MPI tasks of dimensions 16×16×16×16.
In each iteration, every MPI task sends eight messages of size 64×
64 × 64 elements to its eight neighbors. Table 5 lists the dimen-
sions of the blocks of tasks placed on a node, drawer and supernode
for different mappings. For the random nodes mapping, we place
4×2×2×2 tasks on a node and for the random drawers mapping,
we place 4× 4× 4× 4 tasks on a drawer.

Figure 6 shows histograms based on the amount of data (in bytes)
sent over the LL, LR and D links (note, that the bin sizes and y-
axis ranges for the LL, LR and D link plots are different). The
counts only include links with non-zero utilization. The amount
of data being sent over D links is much higher (bin size of 108.3
MB) and hence, we expect that lowering the amount of data sent
on D links will have a positive impact on the performance. Let
us focus on the right column first which shows the D link usage
for different mappings. For the default mapping, a large number
of links are in the last bin i.e. they are heavily utilized. As we
progressively block tasks using different mappings (BNM, BDM
and BSM), number of links in the lower numbered bins increases,
signifying fewer bytes passing through each link and fewer hot-
spots. Random nodes mapping (RNM) is successful in spreading
the load evenly on more D links and also in reducing the maximum
number of bytes passing through any given link. Even though the
random nodes and random drawer mappings increase the usage of
LL and LR links, since the data being sent over them is small, this
does not have an adverse affect on performance.

Figure 7 presents similar histograms for indirect routing coupled
with default mapping and random drawers mapping. These present
the best scenarios for link usage – for the D link histograms, more
D links are used but the amount of data being sent over each link
reduces further compared to direct routing (Figure 6). The random
drawers mapping with indirect routing (RDI) reduces the maximum
LL and LR link utilization also (which the other mappings are un-

Figure 8: Average number of bytes sent over LL, LR and D
links for 4D Stencil on 64 supernodes

successful at).
The information presented in these histograms is summarized as

average, minimum and maximum number of bytes sent over LL,


