
Figure 7: Histograms showing link utilization for mapping of a 4D Stencil on to 64 supernodes of the PERCS Topology. The two rows
represents utilization of LL, LR and D links for the default and random drawers mapping, respectively (both with indirect routing.)

LR and D links for the different mappings in Figure 8. The random
nodes mapping (RNM) and random drawers mapping (RDM) with
direct routing and random drawers mapping with indirect routing
(RDI) have the similar usage for D links and also lead to similar ex-
ecution times (Figure 9). It is important to note that indirect routing
achieves performance comparable to an intelligent mapping but at
the cost of increasing overall traffic on the network. The black hori-
zontal line in Figure 9 represents the lower bound for the execution
time assuming that each MPI task does its sequential computation
and sends its ghost messages over the lowest bandwidth LR links
in a no contention scenario. The best mappings come very close to
this lower bound.

Figure 9: Time spent in communication and overall execution
per iteration for different mappings on 64 supernodes

The BigSim simulation framework also has capabilities to output
event logs which can be visualized through a performance visual-
ization tool (Projections [14]). Figure 10 shows a histogram view
of activity added across all processors for different time bins (note,
the bin size on the top plot is 2 ms whereas on the bottom plot is
1 ms, so they are showing different time periods). The blue rep-
resents computation and green represents communication. In the
top plot, there are gaps between computation when most proces-
sors are idle, waiting for messages before they can begin the next
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Figure 10: Projections time profile view showing the utilization
of processors over time for the DEF and RNM mapping

iteration. In the bottom plot, by virtue of an intelligent mapping,
the wait time becomes negligible and hence, most of the idle time
disappears.

6.3 Mapping a multicast pattern
NAMD is a molecular dynamics application with a multicast

communication pattern where a subset of processors build span-
ning trees and the root of each tree sends messages along the tree
to several processors. We wrote a simple MPI benchmark to simu-
late this multicast pattern, where, in each iteration, every MPI task
builds a spanning tree with 14 other tasks whose ranks differ from
its own by ...,−2x,−x, x, 2x, 3x, ..., where, x is a parameter. For
example, for x = 5, MPI task with rank 50 sends messages to pro-
cessors with MPI ranks 20, 25, 30, 35, 40, 45, 55, 60, 65, 70, 75,
80 and 85. This benchmark performs no computation. We compare


