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Fig. 1. A biomolecular simulation box (only two dimensions shown) split into cells of size 16× 16× 16 Å (extreme left). Each processor holds one such
cell containing approximately 400 atoms. When there are fewer atoms per processor (say 50), the three dimensions are further split to give cells of size
8× 8× 8 Å (center). When there are around 6 atoms per processor, each dimension is reduced to one-fourth the original size (extreme right).

and computation, at every time step, each node sends positions
and velocities of the atoms to its communicating neighbors and
once it has received its incoming messages, calculates forces
on its atoms. The expression for the time per step of an MD
computation is:

T =
1

η
×

N

Pc
× 33547× tc + 1376×

�
ts +

N

Pc
4tw

�
(III.3)

Substituting the expression for T from equation (III.3) in
equation (III.2),

1

η
×

N

Pc
× 33547× tc + 1376×

�
ts +

N

Pc
4tw

�
< 3.6× 10−3

For the weak scaling analysis, putting in the values of ratio
of atoms to processors, N/Pc = 100 and tc = 10−10 seconds,

1

η
× 33547× 10−8 + 1376× (ts + 400tw) < 3.6× 10−3

1376× (ts + 400tw) < 3.6× 10−3
−

1

η
× 3.35× 10−4

ts + 400tw < 2.62× 10−6
−

1

η
× 2.44× 10−7

Figure 2 plots the values of ts and tw based on the
equation above for different values of η. For the case of
perfect efficiency, MD simulations do not put a considerable
requirement on the per-processor communication bandwidth.
However, it does require that the network latencies be small.
If we look at the case of η = 0.125, the application would
require a latency of below a microsecond and a per-processor
communication bandwidth of 2 GB/s. It is also important to
mention that our analysis assumes serialization of messages
put on the network by a node arising from all of its 1024
cores. We expect that for future machines, multiple cores on a
node will be able to inject messages on the network in parallel.

B. Memory requirements

MD codes have a relatively small memory footprint since
the number of atoms on each core is small (between 5 to
400). However at the start of each time step, when atoms
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Fig. 2. Latency and bandwidth requirements for MD (weak scaling)

are received by the processing cores, the amount of memory
needed increases. This is proportional to the total number
of messages received by each core (75 for the case above).
The size of each message is equal to N/Pc multiplied by
the memory requirements for the atom data structure. The
information about each atom sent in the message is the
charge on the atom and its position. Hence the increase in
memory consumption at the beginning of each time is equal
to 75 × (N/Pc) × 32 bytes = 0.23 MB. However, even this
transient memory usage in MD simulations is not significant.

C. Smaller problem sizes

An important observation is that building a 107 billion
atom molecular system and doing useful science with it, will
be a challenge for biophysicists. Simulating such a large
system to observe anything meaningful will require long
simulations (milliseconds to seconds). The largest classical
MD simulations done so far involve up to 3 million atoms,
a five orders of magnitude difference. Hence, many scientists
will still simulate systems smaller than 107 billion atoms and


