
a scalability concern: CG-based methods keep only a handful
of vectors in memory in addition to the linear system, and even
the most general-purpose Krylov method, GMRES, in practice
keeps a number of vectors in memory that is constant in the
problem size due to its being restarted after a fixed number of
iterations [21].

C. Smaller Problem Sizes

Applying the same analysis as for weak scaling, we can
see what the feasibility region would be for smaller problem
sizes. Figure 10 shows regions for five problem sizes, ranging
from the weak scaling scenario discussed earlier to the smallest
possible problem, with one cube per core. The successive
feasibility regions are:

1120ts + 1599600tw ≤ 2.26× 10−4
−

1

η
× 2.10× 10−5

1120ts + 401520tw ≤ 3.34× 10−5
−

1

η
× 3.12× 10−6

1120ts + 102000tw ≤ 5.70× 10−6
−

1

η
× 5.35× 10−7

1120ts + 27120tw ≤ 1.23× 10−6
−

1

η
× 1.18× 10−7

1120ts + 8400tw ≤ 3.62× 10−7
−

1

η
× 3.77× 10−8

Specific model parameters for each problem are shown in
Table III. The latency and bandwidth requirements become
increasingly restrictive with each reduction in size, to the point
of needing sub-nanosecond latencies and node bandwidth on
the order of hundreds of gigabytes per second.

Problem Cubes/core N ni ñi

1 4096 4.40× 1012 4913 1538
2 512 5.50× 1011 729 386
3 64 6.88× 1010 125 98
4 8 8.60× 109 27 26
5 1 1.08× 109 8 8

TABLE III
PERFORMANCE MODEL PARAMETERS FOR DIFFERENT PROBLEM SIZES,
RANGING FROM THE ORIGINAL ONE STUDIED IN THE WEAK SCALING

STUDY TO ONE WITH ONE CUBE PER CORE. si IS NOT SHOWN BECAUSE IT
REMAINS UNCHANGED.

D. Additional Issues

The analysis presented here has only scratched the surface
when it comes to solving unstructured grid problems. There
are a number of other factors that would be considered in
a complete analysis. The partitioning of the grid naturally
matters, as a poor partition would substantially degrade per-
formance. The solver itself is a factor. Conjugate gradient is
one of several Krylov subspace methods, and it is applicable
only when the problem being solved is symmetric and positive
definite. Other problems require different solvers that will also
need to be studied.
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Fig. 10. Feasibility regions for conjugate gradient iteration for several
problem sizes. For each successively smaller problem size, the number of
cubes per core decreases by 2 in each dimension.

There is also the issue of preconditioning that we did not
consider here. Preconditioning involves applying some kind
of fast incomplete solve to the system during each iteration
with the goal of speeding up convergence [21]. This means
extra expense per iteration, and on a parallel computer care
must be taken to choose a preconditioner that parallelizes well.
Poor or no preconditioning results in a high iteration count that
increases with the global problem size. In the case of conjugate
gradient on a 3D problem, the number of iterations increases
as N1/3 [22], for a (non-ideal) overall asymptotic computation
time of O(N4/3). [22] used multigrid as a preconditioner in
CG to both dramatically reduce the iteration count and the rate
of increase. The scalability of multigrid is itself a subject of
much study [23]. Clearly, the issue of preconditioning is one of
vital importance for ensuring scalability of unstructured grid
problems.

VI. SUMMARY

This paper presented architectural constraints imposed by
weak scaling and smaller problem sizes for several application
classes to achieve 1 Exaflop/s performance on future machines.
In general for all applications discussed, at a lower sequential
efficiency than 1 (η < 1), the constraints on the network
latency and bandwidth tighten. High latency and bandwidth
requirements, especially for η < 1 and smaller problem
sizes emphasize the importance of continuing research in
developing communication-minimizing algorithms, as well as
high-bandwidth network links and system infrastructure that
minimizes the diameters of the interconnect networks.

For comparison between the application classes, Figure 11
presents the feasibility regions of the three classes for weak
scaling (for η = 1). We can see that FEM puts the tightest
constraints on both network latency and bandwidth. MD codes
have the smallest bandwidth requirements because information
of a small number of atoms is exchanged at every step. The
modest communication requirements for MD and N -body


