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The analysis of the cancer mutational landscape has been instrumental in study-
ing the disease and identifying its drivers and subtypes. In particular, mutual
exclusivity of mutations in cancer drivers has recently attracted a lot of attention.
These relationships can help identify cancer drivers, cancer-driving pathways,
and subtypes [1-4]. The co-occurrence of mutations has also provided critical
information about possible synergistic effects between gene pairs [5].

Importantly, both properties can arise due to several different reasons, mak-
ing the interpretation challenging. Specifically, mutually exclusive mutations
within a functionally interacting gene module may indicate that a mutation in
either of the two genes dysregulates the same pathway. On the other hand, mutu-
ally exclusive mutations might reflect a situation where two genes drive different
cancer types, which is more likely to occur between genes belonging to different
pathways. We have previously observed that within cancer type mutual exclu-
sivity is more enriched with physically interacting genes than between cancer
types mutual exclusivity [2]. Thus, the interaction information between genes
might provide hints toward the nature of the mutual exclusivity. In addition,
mutual exclusivity is not necessarily limited to cancer drivers, and therefore a
proper understanding of this property is critical for obtaining a better picture
of cancer mutational landscape and for cancer driver prediction.

The co-occurrence of mutations might also emerge due to a number of differ-
ent causes. Perhaps the most important case is when the co-inactivation of two
genes simultaneously might be beneficial for cancer progression such as the co-
occurrence of TP53 mutation and MYC amplification [5] or co-occurring muta-
tions in PIK3CA and RAS/KRAS [6]. Alternatively, co-occurrence of somatic
mutations might indicate the presence of a common mutagenic process.

Given the diversity of reasons for observing the mutational patterns, we
hypothesised that jointly considering co-occurrence, mutual exclusivity and func-
tional interaction relationships will yield a better understanding of the mutational
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landscape of cancer. To address this challenge, we designed a general framework,
named BeWith, for identifying modules with different combinations of mutation
and interaction patterns. On a high level, BeWith tackles the following problem:
given a set of genes and two types of edge scoring functions (within and between
scores), find the clusters of genes such that genes within a cluster maximize the
within scores while gene pairs in two different clusters maximize the between
scores. We formulated the BeWith module identification problem as an Integer
Linear Programming (ILP) and solved it to optimality.

In this work, we focused on three different settings of the BeWith frame-
work: BeME-WithFun (mutual exclusivity between different modules and func-
tional similarity of genes within modules), BeME-WithCo (mutual exclusivity
between modules and co-occurrence within modules), and BeCo-WithMEFun
(co-occurrence between modules while enforcing mutual exclusivity and func-
tional interactions within modules). By utilizing different settings of within and
between properties, BeWith revealed complex relations between mutual exclu-
sivity, functional interactions, and co-occurrence. In particular, BeME-WithFun
identified functionally coherent modules containing cancer associated genes. By
looking for co-occurring mutations inside a module, the BeME-WithCo setting
allowed us to investigate mutated modules in a novel way and help uncover
synergetic gene pairs in breast cancer. Going beyond cancer driving mutations,
the setting also provided insights into underlying mutagenic processes in cancer.
Importantly, the BeWith formulation is very general and can be used to inter-
rogate other aspects of the mutational landscape by exploring different combi-
nations of within-between definitions and constraints with simple modifications.

Implementation is available at https://www.ncbi.nlm.nih.gov/CBBresearch/
Przytycka/software/bewith.html.
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Introduction

The discovery and representation of transcription factor (TF) DNA sequence binding
specificities is critical for understanding regulatory networks and interpreting the
impact of non-coding genetic variants. The position weight matrix (PWM) model does
not represent binding specificities accurately because it assumes that base positions in
the motif are independent. Recent studies have shown that DNA sequences proximal to
a TF motif core may affect DNA shape and hence TF binding [1]. We hypothesized
that a motif model that preserves base positional dependences and includes proximal
flanking bases would improve upon existing motif models.

Approach

We introduce the K-mer Set Memory (KSM) model that represents TF binding
specificity as a set of aligned gapped and ungapped k-mers that are over-represented at
TF binding sites. KSM motif matching requires an exact match of one or more com-
ponent k-mers, thus preserving inter-positional dependences. The k-mers matching the
motif core and the flanking bases are combined non-additively to score the KSM motif
matches. We have developed a de novo motif discovery method called KMAC to learn
KSM and corresponding PWM motifs from TF ChIP-seq data.

Results

We compared KMAC with four state-of-the-art motif discovery methods, MEME,
MEME-chip, Homer, and Weeder2, on discovering PWM motifs from the binding sites
of 78 TFs in 209 ENCODE ChIP-seq experiments. KMAC identified previously
published PWM motifs in more experiments than the other methods.
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We then compared the performance of KSM versus other motif models in pre-
dicting in vivo TF binding by discriminating TF-bound sequences from unbound
sequences. For the GAPB dataset, a KSM motif outperforms PWM motifs computed
by KMAC, MEME, and Homer, as well as representations that model base
inter-dependences such as TFFM [2] and Slim [3] (Fig. 1A). For sequences with
identical PWM scores, the KSM scores of the positive sequences are generally higher
than those of the negative sequences (Fig. 1B). This is because KSM motif matches in
positive sequences often contain more KSM k-mers that cover motif flanking bases
than those in negative sequences.
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Fig. 1. KSM outperforms PWM in predicting in vivo TF binding in held-out data.

Out of 104 ChIP-seq datasets, KSMs outperform PWMs in 85 datasets; and PWMs
do not outperform KSMs in any dataset (Fig. 1C). Overall, a KSM significantly out-
performs a PWM (p = 4.79e-18, paired Wilcoxon signed rank test) and a TFFM in
predicting TF binding (p = 0.045, paired Wilcoxon signed rank test). We also found
that a KSM is able to generalize across cell types. For 19 unique TFs, KSMs signifi-
cantly outperformed PWMs when a motif learned from one cell type (K562) is used to
predict binding of the same TF in another cell type (GM 12878 or H1-hESC) (Fig. 1D).
The KSM predictions across the cell types perform similarly to the KSM predictions in
the same cell type (p = 0.091, paired Wilcoxon signed rank test).

(A) The partial ROC (fpr <= 0.1) of KSM and other models for predicting
ChIP-seq binding of GABP in K562 cells. (B) Comparison of the mean KSM scores of
positive versus negative sequences that corresponds to the same PWM scores. Each
point represents a set of sequences that have the same PWM score. (C) Comparison of
the median AUROC (fpr <= 0.1) scores of KSM and PWM for 104 experiments with
five cross-validation datasets. (D) Similar to (C), but comparing KSM and PWM in the
same cell type (red) or cross cell type (blue) in 19 TFs.

In addition, evaluated the ability of different sequence features to predict the reg-
ulatory activity of e-QTLs using a computational framework [4] that performed the best
in the CAGI 4 “eQTL-causal SNPs” challenge. We found that KSM derived features
(AUPRC = 0.461, AUROC = 0.683) outperformed Homer PWM derived features
(AUPRC = 0.434, AUROC = 0.629), MEME PWM derived features (AUPRC =

0.408, AUROC = 0.619) and sequence features derived from DeepSEA [5], a deep
learning model (AUPRC = 0.396, AUROC = 0.628), in predicting the differential
regulatory activities of e-QTL alleles. The combined KSM and DeepSEA features
achieved the best performance (AUPRC = 0.464, AUROC = 0.696).
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Finally, we have created a public resource of KSM and PWM motifs from more
than one thousand ENCODE TF ChIP-seq datasets.

Conclusion

We found that the K-mer Set Model (KSM) is a more powerful motif representation
than the PWM and TFFM models for identifying held-out DNA sequences that are
bound by a TF. We also found that KMAC more accurately discovers PWM motifs
than other tested methods. Thus, the KSM and PWM models produced by the KMAC
method improve the ability to model TF binding specificities, and enable more accurate
characterization of non-coding genetic variants.
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Summary. A central goal in cancer genomics is to identify the somatic alter-
ations that underpin tumor initiation and progression. This task is challeng-
ing as the mutational profiles of cancer genomes exhibit vast heterogeneity,
with many alterations observed within each individual, few shared somatically
mutated genes across individuals, and important roles in cancer for both fre-
quently and infrequently mutated genes. While commonly mutated cancer genes
are readily identifiable, those that are rarely mutated across samples are diffi-
cult to distinguish from the large numbers of other infrequently mutated genes.
Here, we introduce a method that considers per-individual mutational profiles
within the context of protein-protein interaction networks in order to identify
small connected subnetworks of genes that, while not individually frequently
mutated, comprise pathways that are perturbed across (i.e., “cover”) a large
fraction of the individuals. We devise a simple yet intuitive objective function
that balances identifying a small subset of genes with covering a large fraction
of individuals. We show how to solve this problem optimally using integer linear
programming and also give a fast heuristic algorithm that works well in prac-
tice. We perform a large-scale evaluation of our resulting method, nCOP, on 6,038
TCGA tumor samples across 24 different cancer types. We demonstrate that our
approach is more effective in identifying cancer genes than both methods that
do not utilize any network information as well as state-of-the-art network-based
methods that aggregate mutational information across individuals. Overall, our
work demonstrates the power of combining per-individual mutational informa-
tion with interaction networks in order to uncover genes functionally relevant in
cancers, and in particular those genes that are less frequently mutated.

Methods. We model the biological network as an undirected graph G where
each vertex represents a gene, and there is an edge between two vertices if an
interaction has been found between the corresponding proteins. We annotate
each node in the network with the IDs of the individuals having one or more
mutations in the corresponding gene. Our goal is to find a relatively small con-
nected component G’ such that most patients have mutations in one of the genes
within it. A small subgraph is more likely to consist of functionally related genes
and is less likely to be the result of overfitting to the set of individuals whose
diseases we are analyzing. However, we would also like our model to have the
greatest possible explanatory power—that is, to account for, or cover, as many
patients as possible by including genes that are mutated within their cancers.
© Springer International Publishing AG 2017
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We formulate our problem to balance these two competing objectives with a
parameter « that controls the trade-off between keeping the subgraph small and
covering more patients as to minimize aX + (1 — a)Size(G’), where X is the
fraction of patients that do not have an alteration in a gene included in G’ (i.e.,
they are uncovered) and Size(G’) is the size of the subgraph.

For a fixed value of «, we have developed two approaches to solve the underly-
ing optimization problem: one based on linear programming and the other a fast
greedy heuristic. To select an appropriate « for a set of cancer samples, we devise
a simple but effective data-driven cross-validation technique. In particular, we
split our samples into training, validation and test sets. A test set of (10%) of
the patients is completely withheld. While varying « in small increments in the
interval (0; 1), the remaining data is repeatedly split (100 times for each value of
«) into training (80%) and validation (20%) sets. For each split, the algorithm
is run on the training set to find G’. The fractions of patients covered (by the
selected G') in the training and validation sets are compared. The parameter «
is selected where performance on the validation sets deviates as compared to the
training sets. Once « is chosen for a set of cancer samples, we repeatedly (1000
times) run the algorithm on this set, each time withholding a fraction (15%) of
the patients in order to introduce some randomness in the process. Genes are
then ranked by the number of times they appear in G'.

Results. We run nCOP on somatic point mutation data from 24 different TCGA
cancer types. We show that nCOP effectively uses network information to uncover
known cancer genes by considering how well it recapitulates known cancer genes
(CGCs) in comparison to network-agnostic methods. We find that nCOP outper-
forms MutSigCV 2.0 (Lawrence et al. 2013), a state-of-the-art frequency-based
approach, on 21 of the 24 cancer types, and a basic set cover approach on all
24 types. We also show that nCOP is more effective in uncovering known can-
cer genes than Muffinn (Cho et al. 2016), a recent network-based method that
considers mutations found in interacting genes. Finally, we examine the non-
CGC genes which are highly ranked by nCOP and observe that they tend to
be less frequently mutated. Our results are consistent across the three differ-
ent networks we used (HPRD, HINT, and Biogrid), showing the robustness of
the method with respect to the underlying network. Further, we demonstrate
that our training-validation-test set framework is a highly effective approach for
choosing an « that balances patient coverage with subnetwork size.

In summary, we present nCOP, a method that incorporates individual muta-
tional profiles with protein—protein interaction networks, and show it is a power-
ful approach for uncovering cancer genes. Researchers can use our framework to
rapidly and easily prioritize cancer genes, as nCOP requires only straightforward
inputs and runs on a desktop machine. Indeed, nCOP’s efficiency, robustness, and
ease of use make it an excellent choice to investigate cancer as well as possibly
other complex diseases. nCOP can be freely downloaded at: http://compbio.cs.
princeton.edu/ncop/.
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Motivation and Problem Definition. Early prediction of complex disorders
(e.g. autism, intellectual disability or schizophrenia) is one of the main goals
of personalized genomics and precision medicine. Considering the high genetic
heritability of neurodevelopmental disorders (h? > 0.5 for autism [1]) we are
proposing a novel problem and framework for accurate prediction of autism and
related disorders based on rare and de novo genetic variants [2]. However, a
positive diagnosis/prediction of a complex disorder (e.g., autism or intellectual
disability) can have a severe negative psychological and economical impact on
affected individuals and their family. Thus, one of the primary practical con-
straints in developing models and methods for prediction of a severe complex
disorder is to guarantee a false positive prediction/discovery rate (FDR) of vir-
tually zero. Hence, we are introducing a novel problem for prediction of complex
disorders for a subset of affected cases with very low false positive prediction. We
denote this problem as Ultra-Accurate Disorder Prediction (UADP) problem.

Methods. We have proposed framework for solving the UADP problem denoted
as Odin (Oracle for DIsorder predictioN). Odin will intuitively predict an
input/test sample to be an affected case if and only if it satisfies two conditions:

1. The input sample is “far” from any unaffected control sample
2. The input sample is “close” to many affected case samples

For satisfying the first condition, we simply use the nearest neighbor (NN) app-
roach using a distance function (e.g., Euclidean distance). For satisfying the sec-
ond condition, we first develop a novel algorithm that finds a cluster (together
with a dimension reduction) that contains a significant number of affected cases
and does not contain any unaffected controls. This cluster is denoted as unicolor
cluster, as it only includes the affected cases. We denote the problem of finding
such a cluster as Unicolor Clustering with Dimensionality Reduction (UCDR)
problem. An input sample passes the second condition if it falls inside of this
unicolor cluster. A weighted version of UCDR, where we can assign weights to
each dimension is denoted as Weighted Unicolor Clustering with Dimensionality
Reduction (WUCDR) problem. We have shown that the decision version of an
UCDR instance is NP-complete using reduction from equal-subset sum problem
[3]. We propose an iterative approach with two steps to solve the WUCDR prob-
lem. In the first step, given weights for each dimension, we find the cluster to
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cover a maximum number of affected cases. In the second step, given the cluster
from the first step, we find the new set of weights for each dimension by using a
linear programming (LP) formulation.

Results. We used the leave-one-out (LOO) cross validation technique to com-
pare the prediction power of Odin and the of k-NN and SVM classifiers. As our
stated goal is to keep the false positive prediction of unaffected samples as cases
close to zero, we will only consider the most conservative results for each method
(i.e., where false discovery rate (FDR) < 0.01). For the same FDR threshold,
Odin’s true positive rate for predicting autism is at least twice higher than the
best k-NN result (for various values of k) and significantly higher than SVM.
Our experimental results indicate the ability of our approach in ultra-accurate
prediction of autism spectrum disorder (ASD) in additional 8% of cases which
do not have a severe mutation in recurrently mutated genes, with less than 0.5%
of false positive prediction rate for unaffected controls.
Odin is publicly available at https://github.com/HormozdiariLab/Odin.
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Abstract. Processing of transcripts at the 3’-end is a two-step procedure that
involves cleavage at a polyadenylation site followed by the addition of a poly
(A)-tail. By selecting which polyadenylation site is cleaved in transcripts with
multiple sites, alternative polyadenylation enables genes to produce transcript
isoforms with different 3’-ends. To facilitate the identification and treatment of
disease-causing mutations that affect polyadenylation and to understand the
underlying regulatory processes, a computational model that can accurately
predict polyadenylation patterns based on genomic features is desirable. Pre-
vious works have focused on identifying candidate polyadenylation sites, as
well as classifying sites which may be tissue-specific. However, what is lacking
is a predictive model of the underlying mechanism of site selection, competition,
and processing efficiency in a tissue-specific manner. We develop a deep
learning model that trains on 3’-end sequencing data and predicts tissue-specific
site selection among competing polyadenylation sites in the 3’ untranslated
region of the human genome.

Two neural network architectures are evaluated: one built on hand-engineered
features, and another that directly learns from the genomic sequence. The
hand-engineered features include polyadenylation signals, cis-regulatory ele-
ments, n-mer counts, nucleosome occupancy, and RNA-binding protein motifs.
The direct-from-sequence model is inferred without prior knowledge on
polyadenylation, based on a convolutional neural network trained with genomic
sequences surrounding each polyadenylation site as input. Both models are
trained using the Tensor Flow library.

The proposed polyadenylation code can predict functional site selection
among competing polyadenylation sites across all tissues. Importantly, it does so
without relying on evolutionary conservation. The model can directly distin-
guish pathogenic from benign variants that appear near annotated polyadeny-
lation sites, achieving a classification AUC of 0.98 (p < 1 X 107®) on ClinVar.
We further demonstrate the potential use of the same model to predict the effects
of antisense oligonucleotides to redirect polyadenylation and to scan the genome
to find candidate polyadenylation sites.
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Membrane proteins (MPs) are important for drug design and have been targeted by
approximately half of current therapeutic drugs. In many genomes 20-40% of genes
encode MPs. In particular, Human genome has >5,000 reviewed MPs and more than
3000 of them are non-redundant at 25% sequence identity. Experimental determination
of MP structures is challenging as they are often too large for NMR experiments and
very difficult to crystallize. As of October 2016, there are ~510 non-redundant MPs
with solved structures, and a majority number of MPs have no solved structures.
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Fig. 1. Overview of our deep learning model for MP contact prediction where L is the sequence
length of one MP under prediction.

Developing computational methods for MP structure prediction is challenging
partially due to lack of MPs with solved structures for homology modeling or for
parameter estimation of ab initio folding. Recently contact-assisted ab initio folding has
made good progress [1]. This technique first predicts the contacts of a protein and then
use predicted contacts as restraints to guide folding simulation. Contact-assisted folding
heavily depends on accurate prediction of protein contacts. Co-evolution analysis can
predict contacts accurately for some proteins with a large number of sequence
homologs. However, protein families without good templates in PDB on average have
many fewer sequences homologs than those with good templates.
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We have developed a deep transfer learning method that can significantly improve
MP contact prediction by learning contact occurrence patterns from thousands of
non-membrane proteins (non-MPs). We treat a contact map as an image and formulate
contact prediction similarly as pixel-level image labeling. As shown in Fig. 1, our deep
network is composed of two concatenated deep residual neural networks. Each network
consists of some residual blocks and each block has 2 convolution and ReLU layers.
The first residual network conducts 1-dimensional (1D) convolutional transformations
of sequential features. Its output is converted to a 2-dimensional (2D) matrix by an
operation called outer concatenation and fed into the 2™ residual network together with
the pairwise features. The 2™ residual network conducts 2D convolutional transfor-
mations of its input and feeds its output into logistic regression, which predicts the
probability of any two residues in a contact. We predict all the contacts of a protein
simultaneously to capture contact occurrence patterns and improve prediction accuracy.
We use two types of protein features: sequential features and pairwise features. The
sequential features include protein sequence profile, secondary structure and solvent
accessibility predicted by RaptorX-Property [2]. The pairwise features include
co-evolutionary strength generated by CCMpred [3], mutual information and pairwise
contact potential. Some MP-specific features are also tested.

We studied three training strategies: NonMP (only non-MPs used as training
proteins), MP-only (only MPs used as training proteins) and Mixed (both non-MPs and
MPs used as training proteins). Tested on 510 non-redundant MPs, our deep models
trained by NonMP only, MP-only and Mixed have top L/10 long-range prediction
accuracy 0.69, 0.63 and 0.72, respectively, all much better than CCMpred (0.47) and
the CASP11 winner MetaPSICOV (0.55). When only contacts in transmembrane
regions are evaluated, our models have top L/10 long-range accuracy 0.57, 0.53, and
0.62, respectively, again much better than MetaPSICOV (0.45) and CCMpred (0.40).
These results suggest that sequence-structure relationship learned by our deep model
from non-MPs generalizes well to MP contact prediction and that non-MPs and MPs
share common contact occurrence patterns.

Improved contact prediction also leads to better contact-assisted folding. We build
3D structure models for a MP by feeding its top predicted contacts to the CNS package,
and evaluate model quality by TMscore, which ranges from O to 1, indicating the worst
and best models, respectively. A model with TMscore >0.5 (0.6) is (very) likely to
have a correct fold. The average TMscore (RMSD in A) of the 3D models built by our
three models MP-only, NonMP-only and Mixed are 0.45 (14.9), 0.49 (13.2), and 0.52
(10.8), respectively. By contrast, the average TMscore (RMSD in A) of the 3D models
built from MetaPSICOV and CCMpred-predicted contacts are 0.39 (16.7) and 0.36
(17.0), respectively. When the best of top 5 models are considered and TMscore = 0.6
is used as cutoff, our three models can predict correct folds for 110, 160, and 200 of
510 MPs, respectively, while MetaPSICOV and CCMpred can do so for only 77 and
56 of them, respectively. Homology modeling can correctly fold 41 MPs when MPs
and non-MPs are used as templates and 3 MPs when only non-MPs are used as
templates. When TMscore = 0.5 is cutoff, our Mixed method, MetaPSICOV, and
CCMpred can predict correct folds for 283, 147, and 122 MPs, respectively.
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The emergence of large-scale genomic, chemical and pharmacological data pro-
vides new opportunities for drug discovery and repositioning. Systematic inte-
gration of these heterogeneous data not only serves as a promising tool for iden-
tifying new drug-target interactions (DTIs), which is an important step in drug
development, but also provides a more complete understanding of the molecular
mechanisms of drug action. In this work, we integrate diverse drug-related infor-
mation, including drugs, proteins, diseases and side-effects, together with their
interactions, associations or similarities, to construct a heterogeneous network
with 12,015 nodes and 1,895,445 edges. We then develop a new computational
pipeline, called DTINet, to predict novel drug-target interactions from the con-
structed heterogeneous network. Specifically, DTINet focuses on learning a low-
dimensional vector representation of features for each node, which accurately
explains the topological properties of individual nodes in the heterogeneous net-
work, and then predicts the likelihood of a new DTI based on these represen-
tations via a vector space projection scheme. DTINet achieves substantial per-
formance improvement over other state-of-the-art methods for DTI prediction.
Moreover, we have experimentally validated the novel interactions between three
drugs and the cyclooxygenase (COX) protein family predicted by DTINet, and
demonstrated the new potential applications of these identified COX inhibitors
in preventing inflammatory diseases. These results indicate that DTINet can
provide a practically useful tool for integrating heterogeneous information to
predict new drug-target interactions and repurpose existing drugs.

The full paper of DTINet is available at [1]. The source code of DTINet and
the input heterogeneous network data can be downloaded from https://github.
com/luoyunan/DTINet.

Y. Luo et al.—These authors contributed equally to this work.
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Extended Abstract

Fitness is a measure of replicative and survival success of an individual, rela-
tive to competitors in the same population. Epistasis is an interaction between
genes, and refers to departure from independence of effects that their genomic
alterations have on fitness. Beerenwinkel et al. [2] defined epistatic interactions
not only among two, but also more genes. Here, we consider epistasis of genes
in their contribution to fitness of tumors in cancer patients.

Current state of the art cancer therapies have limited efficacy due to toxicity
and rapid development of drug resistance. Recently, therapies exploiting syn-
thetic lethal interactions between genes were proposed to overcome these difficul-
ties [8]. Synthetic lethality occurrs when the co-inactivation of two genes results
in cellular death, while inactivation of each individual gene is viable. In can-
cer, one gene inactivation can already occur via the endogenous mutation in the
tumor cells, and not in the normal cells of the body. Thus, applying a drug that
targets the synthetic lethal partner of that gene will selectively kill cancer cells,
leaving the rest viable. A famous example is the interaction between BRCA1
and PARPI1. In BRCA1 deficient cells, treatment with a PARP inhibitor, such
as Olaparib [4], is expected to result in selective tumor cell death.

Synthetic lethality is, however, context dependent. For example, compared to
the dramatic effect that PARP1 inhibition has on BRCA 1-deficient cell lines, the
efficacy of Olaparib therapy on patients was low, since a positive response was
observed in less than 50% of BRCA-mutated cancers [3]. This raises the crucial
issue of therapeutic biomarkers. For BRCA1 and PARPI, mutation of TP53BP1
in addition to BRCA1 was observed to alleviate the synthetic lethal effect [1].
Thus, in TP53BP1 deficient tumors, administrating Olaparib is not justified,
and unaltered TP53BP1 is a biomarker of this therapy. Such dependence of
pairwise interaction on the mutational status of a third gene is represented by
conditional epistasis, a type of the triple epistatic interactions [2].

Experimental approaches to identification of synthetic lethality in human
cancer are overwhelmed by the number of, and thus test only small subsets of
all possible interactions [7]. The effort and money required for these experiments
calls for a pre-selection of synthetic lethal partners based on the computational
analysis of existing data. Previous methods [5, 9] aimed at deciphering synthetic
lethality from somatic alteration, expression or survival data of cancer patients.
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Here, we introduce SurvLRT, an approach for identification of epistatic gene
pairs and tripletsin human cancer. We propose a statistical model based on Lehman
alternatives [6], which allows to estimate fitness of tumors with a given genotype
from survival of carrier patients. We assume that a decrease of fitness of tumors due
to a particular genotype is exhibited by a proportional increase of survival of the
patients. Based on these assumptions, we introduce a likelihood ratio test for the
significance of a given pairwise or triple epistatic interaction. In the test, the null
model assumes that there is no epistasis and the gene alterations are independent,
while the alternative assumes otherwise. The approach can detect both positive and
negative interactions. Compared to our previous approach [9], SurvLRT offers a
more natural interpretation of the notion of fitness, as well as a direct statistical test
for the significance of epistasis. We analyze the sensitivity and power of SurvLRT
in a controlled setting of simulated data. Next, we show that, compared to previous
methods, our method performs favorably in predicting known pairwise synthetic
lethal interactions. Finally, we apply SurvLRT to detect therapeutic biomarkers,
first by recapitulating TP53BP1, the known biomarker for therapies based on the
BRCA1, PARP1 interaction, and second by identifying a genomic region deleted
in tumors as a new and even more significant biomarker.

Acknowledgement. This work was partially supported by the Polish National Sci-
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Recent advancements in genome-wide SNP array and whole genome sequenc-
ing technologies have led to the generation of enormous amounts of population
genotype data. Understanding the genetic relationships based on individuals’
genotypes will shed light on better insight into precision medicine or population
genetics. A basic measure of genetic relationship is Identity by Descent (IBD).
IBD is defined as chromosomal segments shared between two individual chro-
mosomes which have been inherited from a common ancestor.

Most of the existing methods for IBD detection, such as IBDseq [1], PLINK
[4], and PARENTE [5], can handle both genotype and haplotype data, but they
rely on pairwise comparison of all individuals and therefore are not scalable
for large number of individuals. GERMLINE [3] avoids pairwise comparison by
using hash table on haplotype sequences. Under the assumption that the number
of seed matches between any individual and others is constant, the complexity of
GERMLINE will grow linearly with the number of samples. However, the indi-
viduals in a population share different levels of common substructures, therefore
the seed matches may deviate from its idealized linear behavior in a sample with
a large number of individuals. As a result, it will not be fast enough for hundreds
of thousands of individuals and millions of variant sites.

In this work, we present an efficient computational method, named RaPID
(Random Projection for IBD Detection), to find IBD segments larger than a
given length in haplotype data. We use an efficient population genotype index,
Positional Burrows-Wheeler Transform (PBWT) [2], that scales up linearly with
the sample size. PBWT algorithm can compute all haplotype matches that
exceed a given length in O(maxz(MN,I)), where M denotes the number of indi-
viduals, N the number of variant sites and I the number of matches. The key
idea behind PBWT is to sort the sequences by their reversed prefix at each posi-
tion. The PBWT algorithm sweeps through the list of variant sites and keeps the
starting position of each match between neighboring prefixes. PBWT searches for
exact matches and cannot tolerate mismatches that might be due to genotyping
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or phasing errors. In order to account for genotyping or phasing errors, we build
PBWT over random projections of the original sequences. We divide the panel
into non-overlapping windows with the same length. The length is defined in
terms of consecutive variant sites. For each window, we select a variant site at
random and find all exact matches that exceed a minimum length using PBWT.
We repeat the random projection PBWT multiple times to increase the detec-
tion power. Since the error rate is presumably low, a true IBD segment will have
a high probability to be identified in some of the multiple runs. On the other
hand, a non-IBD segment will have a lower probability to be selected in multiple
runs. We model these probabilities as binomial distributions. A matched seg-
ment between any two individuals is considered to be an IBD if it was selected
more than a certain number of times among a total number of PBWT runs.

To evaluate the performance of RaPID, we have computed the accuracy and
power in a simulated population and compared the results with GERMLINE
and IBDseq. Accuracy is defined as the percentage of the correctly detected
IBD segments which overlap at least 50% with a true IBD. Power is defined as
the average of detected proportions of true IBDs. RaPID maintains comparable
accuracy and power to GERMLINE and IBDseq while being orders of mag-
nitudes faster than GERMLINE. On our simulated data, the running time of
RaPID was more than 100 times faster than GERMLINE when searching for
IBDs with a minimum length of 3 ¢cM. Therefore, RaPID would be an appro-
priate tool for IBD detection in very large Biobank-scale genotyped cohorts.
To demonstrate the utility of RaPID for real data, we have applied it on the
1000 Genome Project data. The results show that RaPID can detect population
events at different time scales. Implementation is available at https://github.
com/ZhiGroup/RaPID.
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1 Introduction

Protein-DNA, -RNA and -peptide interactions drive nearly all cellular processes.
Due to their high importance, high-throughput technologies using sequence
libraries that cover all k-mers (i.e. words of length k) have been developed to
measure them in a universal and unbiased manner [1]. These techniques all face
a similar challenge: the space on the experimental device is limited, restricting
the total sequence space that can be probed in a single experiment. While de
Bruijn sequences cover all k-mers in the most compact manner, they remain ||
characters long (where ¥ is the alphabet, e.g. {A,C,G,T}). Here, we introduce
a novel idea and algorithm for sequence design to cover all possible k-mers with
a significantly smaller experimental sequence library by using joker characters,
which represent all characters in the alphabet. Experimentally, such joker char-
acters can be easily incorporated during oligonucleotide or peptide synthesis
by using degenerate mixtures of nucleotides or amino acids, at no extra cost.
However, joker characters introduce degeneracy which could potentially lower
the statistical robustness of the measurements (as a measurement of a single
oligonucleotide is now assigned to multiple sequences instead of just one). To
address this challenge, we limit the use of joker characters to either one or two
joker characters per k-mer, enabling the coverage of (k+2)-mers at the same cost
and space of k-mers — a savings of a factor of |X|? in sequence length (16 and 400
for DNA and amino acid alphabets, respectively). We validate that the library
remains capable of de novo identification of high-affinity k-mers by testing it on
known DNA-protein binding data for hundreds of proteins. The implementation
of our algorithm is freely available at jokercake.csail.mit.edu.

2 Methods

We propose a novel solution to the problem of generating a short sequence cov-
ering all k-mers using joker characters. The solution is based on two steps: (i) a
greedy heuristic; (ii) and an ILP formulation. The greedy heuristic examines at
each step an addition of k — 1 characters from ¥ followed by a joker character.
The addition that covers the most k-mers that are yet to be covered p times
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is chosen and added to the current sequence. The algorithm terminates when
all k-mers have been covered at least p times. The ILP formulation minimizes
the number of k-mers in the sequence under two sets of constraints. The first
requires that all k-mers occur at least p times. The second guarantees that the k-
mer occurrences can form a sequence. The ILP is solved using Gurobi ILP solver
version 6.5.2 [2], where it is given the greedy solution as a starting solution.

3 Results

To test the performance of our algorithm, we ran it on different parameter com-
binations. We ran the greedy heuristic on 5 < k < 8 for a DNA alphabet and
3 < k <4 for an amino acid alphabet, with p = 1. We then ran the ILP solver,
starting from the greedy solution, with a time limit of 4 weeks. Results show that
the greedy algorithm produces a sequence that is much smaller than the origi-
nal de Bruijn sequence; i.e., less than 40% and 8% of the original for DNA and
amino acid alphabets, respectively. Following the ILP solver, sequence length
drops even further to less than 33% and 8% of the original, respectively, where
the theoretical lower bounds are 25% and 5%, respectively. To test the perfor-
mance of our algorithm in covering k-mers multiple times, we ran the greedy
heuristic on £ = 6, a DNA alphabet, and 1 < p < 16. Here, we see that the
greedy algorithm is producing a near-optimal sequence, less than 27% of the size
of the original de Bruijn sequence for p > 4.

To demonstrate the utility of these libraries, we validated our performance
when tested against a standard experimental 10-mer library of nearly 42,000
DNA sequences for which the binding affinities of hundreds of transcription
factors is known [3]. Remarkably, our library correctly recovers the high-affinity
target sites, despite a nearly 4-fold reduction in library size. We were able to
handle 10-mer libraries due to a 100-fold speedup in implementation over a
naive one for our joker library design.

4 Conclusion

We presented a new library design that covers all k-mers with a library of size
that is almost 1/|%| (and possibly 1/|%|?) smaller than current libraries, making
it possible to measure interactions of significantly longer k-mers while reducing
both experimental footprint and cost. We have made the implementation and
library designs freely available to others.
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Extended Abstract

Despite their important role, microbes constitute the dark matter of the biologi-
cal universe. The main limitation hindering their study is sequencing technology.
The short read lengths of modern instruments — combined with various inherent
difficulties associated with complex bacterial environments — make it very diffi-
cult to perform simple tasks such as accurately identifying bacterial strains, recov-
ering their genomic sequences, and assessing their abundance. Many approaches
have been proposed to address these shortcomings. Specialized library prepara-
tion techniques such as Hi-C or synthetic long reads are often very accurate, but
also prohibitively complex. As a result, approaches based on contig binning are
more popular in practice.

Metagenomic binning refers to the problem of grouping together partially
assembled sequence fragments (or contigs) that belong to the same species. The
most successful recent approaches [1, 3, 5] perform unsupervised clustering based
on contig sequence composition and coverage profiles across multiple metage-
nomic samples. In brief, these techniques assemble de-novo bacterial contigs and
estimate the coverage of each contig within each sample of a large metagenomic
cohort using read mapping. This approach is accurate but has two main limita-
tions: it requires a large cohort of samples, as well as sizable compute resources
for read alignment.

In this work we present GATTACA, a lightweight framework for metage-
nomic binning, which (1) avoids read alignment without loss of accuracy and (2)
enables efficient stand-alone analysis of single metagenomic samples. Both results
are based on the finding that we can approximate contig coverages using kmer
counts while still achieving the same binning accuracy as leading alignment-
based methods. In addition to offering a significant speedup in coverage estima-
tion, using kmer counts, as opposed to alignment, provides us with the exciting
ability to index offline any publicly-available metagenomic sample. This allows
us to efficiently pull in data from large growing repositories, such as the Human
Microbiome Project (HMP) [4] or the EBI Metagenomics archive [2] into any
metagenomic study at almost no cost. For example, our kmer count index for
a typical HMP sample only requires 100MB on average. We achieve the small
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space requirement by leveraging memory-efficient hashing with minimal perfect
hash functions (MPHFs) and the probabilistic Bloom filter data structure. In
contrast, using these datasets with read alignment would require massive down-
loads and expensive subsequent handling to map the reads. In terms of speedup,
we found our coverage estimation time to be at least an order of magnitude faster
(approximately 20x ) when the index is computed offline (e.g. for recyclable pub-
lic reference samples) and about 6x when the kmers are counted on-the-fly (e.g.
for private samples used only once), when compared to read mapping.

While using small indices allows us to incorporate a large number of publicly-
available samples into a given study, not all existing samples will improve the
binning accuracy. Therefore, we propose the following two metrics for sample
selection: (1) relevance and (2) diversity. More specifically, we would like to
select a panel of samples which share content with the sample being analyzed
(our query) but that also differ in the content that is shared. We use locality
sensitive hashing and the MinHash technique, to compare the samples efficiently.
At a high level, we create and index small MinHash fingerprints for each sample
in the database (offline), and then extract the appropriate samples according to
the fingerprint of the query.

We evaluate GATTACA for clustering contigs assembled across multiple sam-
ples (co-assemblies) and from individual samples, using both synthetic and real
datasets. We compare our method to several leading alignment-based methods
for metagenomic binning (such as CONCOCT [1], MetaBAT [3], and MaxBin
[5]), using standardized cluster evaluation metrics and benchmarks. GATTACA
was implemented in C++ and Python and is freely available at http://vig854.
github.com/gattaca.
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Abstract. ASTRAL is a widely used method for reconstructing species
trees from unrooted gene tree data. In this paper, we derive bounds on
the number of gene trees needed by ASTRAL for reconstructing the
true species tree with high probability. We also present some simulation
results which show trends consistent with our theoretical bounds.

Keywords: Species tree estimation + Sample complexity + ASTRAL

1 Introduction

Evolutionary histories of genes and species can be discordant due to various
biological processes such as incomplete lineage sorting (ILS) [1, 2]. One way to
account for the discordance is to first estimate a phylogenetic tree for each gene
(a gene tree) and then to summarize them to get a species tree.

ASTRAL [3] is a widely-used summary method for species tree reconstruc-
tion, and is statistically consistent under the multi-species coalescent (MSC)
model [2] of ILS. ASTRAL uses dynamic programming to maximize the number
of induced quartet trees shared between the species tree and the set of input gene
trees, and has exact and heuristic versions. In this paper, we study ASTRAL’s
theoretical data requirements for successful species tree reconstruction with high
probability under the MSC model and provide matching simulations results.

2 Main Results

In these results, ASTRAL* refers to the exact version of ASTRAL, f is the
length of the shortest branch in the species tree in coalescent units [2], n denotes
the number of leaves in the species tree and m is the number of input gene trees.

Our first result says that for small values of f, m = Q(f 2logn) gene trees
are sufficient for the correct species tree reconstruction by ASTRAL*.
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Theorem 1. Consider a model species tree with minimum branch length f.
Then, in the limit of small f and for any ¢ > 0, ASTRAL* returns the true
species tree with probability at least 1 — € if the number of input error-free gene

trees satisfies
1

m > 20log <g€> 7 (1)
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Fig. 1. Data requirement of ASTRAL-II and in simulations with € = 0.1. For each of
the three different species tree shapes (left) and values of f (right panel; x axis), 401
replicate datasets are simulated using the MSC model, each with up to 10° gene trees.
A binary search is used to find an approximate range for the smallest number of genes
with which ASTRAL recovers the correct tree in at least 90% of the 401 replicates.
Boxes show these ranges and a line is fitted to midpoints.

Our next result establishes that there exist species trees with lower bounds
of error that are asymptotically similar to our upper bounds.

Theorem 2. For any p € (0,1) and a € (0,1), there exist constants fo and ng
such that the following holds. For all n > ng and f < fo, there exists a species
tree with n leaves and shortest branch length f such that when ASTRAL* is used
with m < %logzn gene trees, the event E that ASTRAL* reconstructs the wrong
tree has probability

P(E)=1-p. (2)

These two results imply that ASTRAL* requires Q(f~2logn) gene trees to
universally guarantee correct species tree reconstruction with high probability.

Simulation results: As expected by our theoretical results, the gene tree require-
ment of ASTRAL increases linearly with 1/f? in a simulation study (Fig. 1).
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1 Introduction

Recent progress in sequencing technologies enabled generation of high-
throughput full-length antibody sequences using read-pairs formed by over-
lapping reads within read-pairs. However, transforming error-prone Rep-seq
datasets into accurate antibody repertoires is a challenging bioinformatics prob-
lem [1, 2, 4] that is a prerequisite for a multitude of downstream studies of
adaptive immune system.

Until 2013, there were few attempts to develop algorithms for full-length
antibody repertoire reconstruction since it was unclear how to derive accurate
repertoires from error-prone reads produced by the low-throughput 454 sequenc-
ing technology. However, in the last three years, immunology laboratories devel-
oped various Rep-seq protocols aimed at generating high-throughput Rep-seq
datasets and constructing repertoires based on more accurate Illumina MiSeq
reads.

Recently, several tools for constructing full-length antibody repertoires were
developed, including MIGEC [3], PRESTO [4], MIXCR [1], and IGREPER-
TOIRECONSTRUCTOR [2]. Some of these tools also are able to utilize informa-
tion about molecular barcodes. However, quality assessment of the constructed
antibody repertoire and, thus, benchmarking of various repertoire construction
algorithms are still poorly addressed problems.

In this paper, we use barcoded Rep-seq datasets and simulated antibody
repertoires to benchmark various repertoire construction algorithms. Our novel
toolkit includes IGREC, a tool for antibody repertoire construction from both
barcoded and non-barcoded immunosequencing data, and IGQUAST, a tool for
quality assessment of antibody repertoires. IGREC package is freely available at
http://yana-safonova.github.io /ig_repertoire_constructor.
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2 Discussion

Our benchmarking on non-barcoded data revealed that there is still no single
repertoire construction tool that works better than others across the diverse
types of Rep-seq datasets. However, IGREC is currently a tool of choice for
analyzing hypermutated repertoires.

We also compared IGREC in a blind mode against PRESTO and
Mi1GEC that utilize information about molecular barcodes. Benchmarking on
simulated barcoded datasets revealed that while all tools result in high sen-
sitivity, their precision varies and becomes rather low in the case of high PCR
error rates. Surprisignly, repertoires reported by IGREC tool (in the blind mode)
improved on the repertoires constructed by the specialized tools that use bar-
coding information.

Acknowledgements. We are indebted to Dmitry Chudakov, Dmitry Bolotin, Mikhail
Shugay, Jason Vander Heiden, and Steven Kleinstein for productive discussions and
assistance in benchmarking MiXCR, MiGEC, and pRESTO tools.
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Extended Abstract

Understanding gene regulation is a fundamental step towards understanding of
how cells function and respond to environmental cues and perturbations. An
important step in this direction is the ability to infer the transcription factor
(TF)-gene regulatory network (GRN). However gene regulatory networks are
typically constructed disregarding the fact that regulatory programs are condi-
tioned on tissue type, developmental stage, sex, and other factors. Due to lack
of the biological context specificity, these context-agnostic networks may not
provide insight for revealing the precise actions of genes for a specific biological
system under concern. Collecting multitude of features required for a reliable
construction of GRNs such as physical features (TF binding, chromatin accessi-
bility) and functional features (correlation of expression or chromatin patterns)
for every context of interest is costly. Therefore we need methods that are able
to utilize the knowledge about a context-agnostic network (or a network con-
structed in a related context) for construction of a context specific regulatory
network.

To address this challenge we developed a computational approach that uti-
lizes expression data obtained in a specific biological context and a GRN con-
structed in a different but related context to construct a context specific GRN.
Our method, NetREX, is inspired by network component analysis that esti-
mates TF activities and their influences on target genes given predetermined
topology of a TF-gene regulatory network. To predict a network under a differ-
ent condition, NetREX removes the restriction that the topology of the TF-gene
regulatory network is fixed and allows for adding and removing edges to that net-
work. Mathematically, we use £y norm to directly handle the number of removed
and newly added edges as well as induce sparse solutions in our formulation.
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Unlike the widely used strategy, which is replacing the non-convex £y norm by
its convex relaxation /1 norm, we focus on the harder problem involving ¢, norm
and provide a number of rigorous derivations and results allowing us to adopt
the recently proposed Proximal Alternative Linearized Maximization (PALM)
algorithm. In addition, we also proved the convergence of the NetREX algorithm.

We tested our NetREX on simulated data and found that NetREX is able to
dramatically improve the accuracy of the regulatory networks as long as the prior
network and the gene expression are not very noisy. Subsequently, we applied
NetREX for constructing regulatory networks for adult female flies. We used
the network constructed in a recent study as the prior network, which was build
by integrating diverse data sets including TF binding, evolutionarily conserved
sequence motifs and so on. Starting with this network, we utilized a new expres-
sion data set that we collected for adult female flies where perturbations in
expression were achieved by genetic deletions. We accessed the biological rele-
vance of the predicted networks by using Gene Ontology annotations and phys-
ical protein-protein interactions. The networks predicted by NetREX showed
higher biological consistency than alternative approaches. In addition, we used
the list of recently identified targets of the Doublesex (DSX) transcription factor
to demonstrate the predictive power of our method.
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Extended Abstract

Single cell genomic techniques promise to yield key insights into the dynamic
interplay between gene expression and epigenetic modification. However, the
experimental difficulty of performing multiple measurements on the same cell
currently limits efforts to combine multiple genomic data sets into a united
picture of single cell variation [1, 2]. The current understanding of epigenetic
regulation suggests that any large changes in gene expression, such as those
that occur during differentiation, are accompanied by epigenetic changes. This
means that if cells undergoing a common process are sequenced using multiple
genomic techniques, examining any of the genomic quantities should reveal the
same underlying biological process. For example, the main difference among cells
undergoing differentiation will be the extent of their differentiation progress,
whether you look at the gene expression profiles or the chromatin accessibility
profiles of the cells.

We reasoned that this property of single cell data could be used to infer
correspondence between different types of genomic data. To infer single cell cor-
respondences, we use a technique called manifold alignment. Intuitively, manifold
alignment constructs a low-dimensional representation (manifold) for each of the
observed data types, then projects these representations into a common space
(alignment) in which measurements of different types are directly comparable
[3, 4]. To the best of our knowledge, manifold alignment has never been used in
genomics. However, other application areas recognize the technique as a power-
ful tool for multimodal data fusion, such as retrieving images based on a text
description, and multilingual search without direct translation [4].

We show for the first time that it is possible to construct cell trajectories,
reflecting the changes that occur in a sequential biological process, from single
cell epigenetic data. In addition, we present an approach called MATCHER that
computationally circumvents the experimental difficulties of performing multiple
genomic measurements on a single cell by inferring correspondence between sin-
gle cell transcriptomic and epigenetic measurements performed on different cells
of the same type. MATCHER works by first learning a separate manifold for the
trajectory of each kind of genomic data, then aligning the manifolds to infer a
shared trajectory in which cells measured using different techniques are directly
comparable. Because there is, in general, no actual cell-to-cell correspondence
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between datasets measured with different experimental techniques, MATCHER
generates corresponding measurements by predicting what each type of measure-
ment would look like at a given point in the process. Using scM&T-seq data, we
confirm that MATCHER accurately predicts true single cell correlations between
DNA methylation and gene expression without using known cell correspondence
information.

We also downloaded publicly available single cell genomic data from a total
of 4,974 single mouse embryonic stem cells grown in serum. Each cell in this
dataset was individually assayed using one of four experimental techniques:
RNA-seq, scM&T-seq, ATAC-seq, or ChIP-seq. We used MATCHER to infer
correlations among these four measurements. This analysis gave novel insights
into the changes that cells undergo as they transition from pluripotency to a
differentiation primed state.

We found three main results. First, chromatin accessibility and histone mod-
ification changes largely fall into two anti-correlated categories: silencing of
pluripotency factor binding sites and repression of lineage-specific genes by chro-
matin remodeling factors. Second, the action of pluripotency transcription fac-
tors is gradually removed by both transcriptional silencing of the genes and
epigenetic silencing of the binding sites for these factors. In contrast, regulation
of chromatin remodeling factor activity occurs primarily at the epigenetic level,
largely unaccompanied by changes in the expression of the chromatin remodeling
factors. Third, DNA methylation changes are strongly coupled to gene expres-
sion changes early in the process of differentiation priming, but the degree of
coupling drops sharply later in the process.

Our work is a first step toward a united picture of heterogeneous transcrip-
tomic and epigenetic states in single cells. MATCHER promises to be a pow-
erful tool as single cell genomic approaches continue to generate revolutionary
discoveries in fields ranging from cancer biology and regenerative medicine to
developmental biology and neuroscience.
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Abstract. Translation elongation plays a crucial role in multiple aspects
of protein biogenesis, e.g., differential expression, cotranslational fold-
ing and secretion. However, our current understanding on the regulatory
mechanisms underlying translation elongation dynamics and the func-
tional roles of ribosome stalling in protein synthesis still remains largely
limited. Here, we present a deep learning based framework, called ROSE, to
effectively predict ribosome stalling events in translation elongation from
coding sequences. Our validation results on both human and yeast datasets
demonstrate superior performance of ROSE over conventional prediction
models. With high prediction accuracy and robustness across different
datasets, ROSE shall provide an effective index to estimate the transla-
tional pause tendency at codon resolution. We also show that the ribo-
some stalling score (RSS) output by ROSE correlates with diverse puta-
tive regulatory factors of ribosome stalling, e.g., codon usage bias, codon
cooccurrence bias, proline codons and N®-methyladenosine (m°®A) modifi-
cation, which validates the physiological relevance of our approach. In addi-
tion, our comprehensive genome-wide in silico studies of ribosome stalling
based on ROSE recover several notable functional interplays between elon-
gation dynamics and cotranslational events in protein biogenesis, including
protein targeting by the signal recognition particle (SRP) and protein sec-
ondary structure formation. Furthermore, our intergenic analysis suggests
that the enriched ribosome stalling events at the 5’ ends of coding sequences
may be involved in the modulation of translation efficiency. These findings
indicate that ROSE can provide a useful index to estimate the probabil-
ity of ribosome stalling and offer a powerful tool to analyze the large-scale
ribosome profiling data, which will further expand our understanding on
translation elongation dynamics. The full version of this work can be found
as a preprint at https://doi.org/10.1101/067108.
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