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Abstract
This paper proposes a low-complexity convolutional neural network (CNN) for super-resolution (SR). The proposed deep-
learning model for SR has two layers to deal with horizontal, vertical, and diagonal visual information. The front-end 
layer extracts the horizontal and vertical high-frequency signals using a CNN with one-dimensional (1D) filters. In the 
high-resolution image-restoration layer, the high-frequency signals in the diagonal directions are processed by additional 
two-dimensional (2D) filters. The proposed model consists of 1D and 2D filters, and as a result, we can reduce the computa-
tional complexity of the existing SR algorithms, with negligible visual loss. The computational complexity of the proposed 
algorithm is 71.37%, 61.82%, and 50.78% lower in CPU, TPU, and GPU than the very-deep SR (VDSR) algorithm, with a 
peak signal-to-noise ratio loss of 0.49 dB.
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1 Introduction

With the recent evolution of computing and display devices, 
the demand for high-resolution video services is increas-
ing continuously. However, much computing capability 
and resources are required for high-resolution devices and 
media services. Owing to the limited resources and a large 
number of applications, super-resolution (SR) algorithms 
have been studied for a long time [1–12]. SR algorithms can 
be employed for image and video analysis of poor-quality 
inputs. Also, the SR algorithms can be utilized in many com-
mercial applications such as televisions and displays because 
they can provide better visual quality for low-resolution vid-
eos with limited bandwidths. The SR technology recovers 
a single high-resolution image from one or more low-reso-
lution images. However, the SR technology is known to be 
ill-posed because it should compute more unknown pixel 
values than those present originally in an input image. An 
SR technology that is ideal for all known applications has 
not been developed so far. Although many algorithms based 
on conventional signal processing have been studied, they 
have some limitations when applied in practical applications. 

To solve this problem, multi-frame SR approaches have been 
proposed [2–5]. These approaches can alleviate ill-posed 
issues with multiple observations; however, they have high 
computational complexity and require multiple frames to be 
aligned. Furthermore, multiple frames for inputs of SR algo-
rithms may not be available for many general applications. 
For single- and multiple-frame SR, deep-learning-based 
solutions have been studied along with the conventional 
signal-processing algorithms [13–17].

Convolutional neural networks (CNNs) are widely used 
for many image processing and computer vision problems, 
and their variations produce reasonably good performance 
when compared to the existing signal-processing algorithms 
with high computational complexity. The super-resolution 
convolutional neural network (SRCNN) [16] is the first tech-
nique that applies a CNN model to SR applications. The 
SRCNN has three layers to learn the relationship between 
low-resolution images and the corresponding high-resolution 
images, directly. It yields better visual quality than conven-
tional methods without any deep-learning models. However, 
SRCNN does not produce excellent visual quality because it 
employs a limited number of layers and has a narrow struc-
ture. Very deep super-resolution (VDSR) [17] using a deeper 
CNN consisting of 20 layers has been proposed. It exhibits a 
visual quality better than that of the SR technologies studied. 
VDSR learns the difference between low-resolution images 
and the corresponding high-resolution images using residual 
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learning. In the high-resolution image-reconstruction step, 
the final high-resolution image is reconstructed by combin-
ing the low-resolution input image and its high-frequency 
components. Although VDSR yields good visual quality by 
using a deep-layer network, it has high computational com-
plexity and requires a large amount of memory because of 
the number of weights involved. In general, deep-learning 
models with deeper and wider structures show good per-
formance; however, they have high complexity because of 
using a large number of multiplications and the presence 
of multiple stages from many layers. Most deep-learning 
algorithms can be implemented on graphics processing units 
(GPUs), which can process inputs in a shorter time even if 
they have complicated structures. However, it is difficult to 
employ GPUs in some environments with limited resources, 
such as mobile devices, closed-circuit televisions (CCTVs), 
and so on. In this paper, we propose a low-complexity SR 
algorithm that maintains the visual quality of the VDSR.

Recently, low complexity and simple design of deep-net-
works become more important for practical applications. To 
reduce the computational complexity of the deep networks, 
many works have tried to reduce the number of parameters 
and a smaller number of network nodes. FSRCNN [18] does 
not need to up-sample low-resolution input images, but the 
“deconvolution” layer in the middle of the network is embed-
ded instead of the input up-sampling process. ESPCN [19] 
proposes the “sub-pixel convolution layer” that increases 
the number of channels at the output layer in proportion 
to the up-sampling ratio and predict the output tensors of 
the output layer. Shamsolmoali et al. [20, 21] proposed a 
dilated dense convolution network to upsample and, applied 
dense network and residual dense network to SR algorithm 
to enhance high-frequency component. G-GANISR [22] 
is gradually trained in terms of scale using GAN for high 
quality SR images. However, these algorithms support only 
integer ratio SR. However, a fractional SR ratio, for exam-
ple, 1.5 and 2.5, is also inevitable for practical applications. 
Furthermore, the integer ratio SR also has the disadvantage 
to maintain aspect ratios in the horizontal and vertical direc-
tions. On the other hand, the proposed method can support 
not only the integer ratio but also the fractional ratio SR. 
Also, conventional SR methods attempt to predict the high-
frequency components that are lost in low-resolution images. 
However, since they are based on a process of generating 
new frequencies, many parameters should be introduced for 
mapping real high-frequency components in original images. 
In the proposed method, the imaginary high-frequency com-
ponents in the vertical and horizontal directions can be gen-
erated with the 1st 1D network and mapped to the original 
high-frequency ones with the consecutive 2-D networks. 
The simple 2D networks can handle the rest of the high-fre-
quency components that cannot be handled by the front-end 
side 1D networks. The high-resolution image-reconstruction 

layers extract the high-frequency signals in the diagonal 
directions and reconstruct the final high-resolution image 
by combining the various high-frequency signals. Also, the 
proposed network can provide additional functionality to 
generate multi-level super-resolution images from internal 
nodes as well as the final nodes. The fine super-resolution 
image can be obtained from the final output nodes while 
the coarse super-resolution image is also extracted from 
the internal front-end 1D network. The proposed algorithm 
is compared with several conventional algorithms such as 
bicubic, SRCNN, and VDSR. We found that the proposed 
algorithm can yield visual quality comparable to those of 
VDSR with significantly lower computational complexity 
that is 71.37% less than that of the VDSR.

The remainder of this paper is organized as follows. In 
Sect. 2, the existing SR algorithms are discussed in brief. In 
Sect. 3, we describe the proposed low-complexity SR algo-
rithm with 1D and 2D convolutional filters. In Sect. 4, the 
performance of the proposed algorithm is evaluated by com-
paring it with the existing methods in terms of visual quality 
and speed-up performance. Section 5 concludes the paper.

2  Conventional super resolution

SR technology aims to restore high-resolution images with 
additional high-frequency information from low-resolution 
images. However, the SR algorithms should be designed and 
developed according to applications because different appli-
cations have different requirements such as low complex-
ity, high visual quality, low power, less memory, and so on. 
Based on the requirements and technology evolution, several 
SR algorithms have been developed, ranging from adaptive 
signal-processing algorithms to deep-learning algorithms. 
In this section, optimization-based SR technology, based on 
signal processing, is introduced. Then, SRCNN is presented 
briefly, as an example of low-complexity CNN-based SR 
algorithms. The VDSR, which is known as an efficient SR 
algorithm with a deep and wide network structure for better 
visual quality, is also discussed.

2.1  Problem statement of SR 
and optimization‑based algorithms

SR technologies can be classified into multiple-image SR 
and single-image SR. The relationship between low-resolu-
tion and high-resolution images can be denoted by

where X and yk are high-resolution and low-resolution 
images, respectively. Hk is a down-sampling and distortion 
model and nk is a noise model. We can state that the SR 

(1)yk = HkX + nk,



2067Journal of Real-Time Image Processing (2020) 17:2065–2076 

1 3

algorithms reconstruct X from yk with unknown Hk and nk. 
For single-image SR algorithms, Hk is under-deterministic 
and its rank is smaller than that of X. Thus, SR algorithms 
with a single image have at least one more assumption. 
On the other hand, multiple-image SR algorithms restore 
a high-resolution image from multiple images acquired at 
various attitudes and different times, from the same scene. 
For the multiple-image SR, Hk includes various factors such 
as shift, rotation, blur, down-sampling, and other distortions. 
Depending on the application and acquisition environment, 
Hk could be a full-ranked matrix. However, Hk is not likely 
to be full-ranked in many cases. Even the distortion matrix 
could be full-ranked, but its parameters are not known. 
Thus, the multiple-image SR algorithms also require sev-
eral assumptions. Even with the assumptions, the multiple-
image SR algorithms involve much computational load such 
as motion estimation and warping for alignment. Also, they 
require several frame buffers and latencies.

As mentioned before, single-image SR technology 
restores a high-resolution image from only one image. 
Single-image SR technology can be classified into exter-
nal-example-based methods [6–8], which utilize prior 
assumptions, and internal-example-based methods, which 
use the information inside the image [9–12]. A dictionary-
based SR technology, which is a typical external refer-
ence method, is composed of an optimization step and a 
high-resolution image-restoration step. It uses the relation-
ship between a given low-resolution image and its corre-
sponding high-resolution image. In the optimization step, 
a low-resolution image and its high-resolution image are 
divided into patches to generate a feature dictionary for 
reconstructing the high-resolution image. In the high-res-
olution image-reconstruction step, a low-resolution patch 
most similar to the input image patch is selected from the 
high-resolution feature dictionary generated in the learn-
ing step, and then, the high-resolution image is restored 
using the corresponding high-resolution features. The 
dictionary-based SR technology uses only a single image 
and the external information constructed previously to 
restore a high-resolution image with minimal complexity, 
compared to that of the multiple-image SR technologies, 
and it has a reasonably good visual-quality performance. 
However, the visual quality of the dictionary-based SR 
algorithms depends on the amount of data learned pre-
viously. Therefore, higher computational complexity and 
memory complexity are required in the learning stage to 
restore a high-resolution image of better quality. On the 
other hand, in the case of internal-reference methods, the 
widely known self-similar reference-based SR technology 
reconstructs an optimal high-resolution image by extract-
ing similar features from a pyramid structure after con-
structing a scale-based pyramid as a given input image. 
Although it has lower visual quality, compared to the other 

high-complexity SR algorithms, it has an advantage that 
only a small amount of memory is required.

2.2  CNN‑based super‑resolution

As the utilization of big data has as useful information 
increased and is evolving, deep-learning frameworks have 
started applying many computer vision problems and several 
milestones have been achieved. Deep-learning frameworks 
learn a large amount of data and automatically extract fea-
ture spaces and integrated information during the learning 
stage. Among the deep-learning frameworks, CNNs are 
widely used for image analysis and interpretations [14–17]. 
Recently, CNN structures have been utilized for SR appli-
cations, and they achieve significant improvements in the 
visual quality of the reconstructed images, for some com-
putational loads.

SRCNN [16] is widely known as the first deep-learning 
study on SR applications. SRCNN uses a CNN structure 
with three layers, as shown in Fig. 1. Unlike conventional 
CNNs, it does not perform pooling and it has a fully con-
nected network layer for SR purposes. The input is the low-
resolution image interpolated to the target size by a simple 
interpolation algorithm such as cubic interpolation. The 
SRCNN produces an output that is a high-resolution recon-
structed image. The SRCNN structure can be interpreted 
as a sparse representation of SR technology [7], which is a 
dictionary-based SR method, which directly uses the rela-
tionship between the low-resolution input image and the cor-
responding high-resolution image. The first layer extracts 
feature information from low-resolution images and the 
second layer converts the low-level features into high-level 
features. In the last layer, the final high-resolution image is 
reconstructed by combining high-level features with proper 
weighting factors. The training images from the ImageNet 
large-scale visual recognition competition (ILSVRC) [13] 
2013 data provided by ImageNet’s video recognition con-
test can be used, and learning can be performed using the 
stochastic gradient descent method. SRCNN can produce 
higher visual quality than conventional methods based on 
signal-processing algorithms. However, as deeper and wider 

Fig. 1  Block diagram of super-resolution convolutional neural net-
work (SRCNN). The CONV, 9 × 9 × 1 × 64 means that is the shape 
of a filter as width × height × input channels × output channels in the 
first convolution layer
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network structures can yield better performance, many other 
modifications have been developed, with higher computa-
tional loads. Note that the SRCNN cannot produce high-
resolution information at the frame boundaries.

VDSR [17] yields a reasonably good visual quality when 
compared to the existing SR technologies based on deep-
learning and signal processing. VDSR employs 20 layers 
for the CNN, as shown in Fig. 2. Similar to SRCNN, a low-
resolution image interpolated to the target size is fed into 
the VDSR model. The final high-resolution image is recon-
structed as the sum of the input low-resolution image and 
high-frequency signals. VDSR recovers the high-frequency 
components, instead of the original signals, during the learn-
ing stage. The training images used are 91 images extracted 
from Yang [7] and 200 images extracted from the Berkeley 
segmentation dataset set (BSDS) [23]; i.e., a total of 291 
images are used. Similar to SRCNN, the stochastic descent 
method is employed for learning, by minimizing the mean 
square error (MSE) of the original high-resolution images 
and their reconstructed images. VDSR is based on learning 
the residual signals, to efficiently deal with high-frequency 
information. In the literature, the learning time could be 
accelerated by reducing the learning rate every 20 epochs. 
Also, the adaptive gradient clipping method is employed for 
stable learning.

Deep-learning algorithms are known to show good 
performance as they learn large amounts of data by using 
deeper and wider network structures. This general concept 
also works for SR applications; however, it leads to high 
computational loads. That is, deeper CNN-based SR algo-
rithms can produce better visual quality for SR by using a 
large number of multiplications because of the large number 
of weights. Deep-learning algorithms can be implemented 
on fast platforms such as GPUs; however, the GPUs con-
sume large amounts of power. High-performance GPUs 
cannot be adopted in many applications such as CCTVs, 
low-power smartphones, digital cameras, and other mobile 
devices that require low power and have limited memory. 
Thus, a low-complexity SR algorithm should be developed 
by maintaining a reasonably good visual quality.

3  Proposed 1D–2D CNN‑based super 
resolution

For image SR, a high-resolution image can be represented by 
a sum of a low-frequency signal and high-frequency signals. 
In general, the low-frequency signal is included in the given 
input image and the high-frequency signals should be recov-
ered based on prior assumptions, image formation models, 
and data. The SR algorithms based on deep-learning frame-
works focus on data-associated nonlinear mapping with a set 
of parameters from a vast amount of real data. When the SR 
algorithm based on a deep-learning model is given, we can 
compute the model parameters, �̂� , which can be denoted by

where GT represents the ground truth, which is a high-res-
olution original image, and HR represents its reconstructed 
high-resolution image. D (.) is a cost function between the 
ground truth and reconstructed images. That is, in the learn-
ing process, the set of weights is computed by minimizing 
the cost between the high-resolution original image and the 
high-resolution image reconstructed using an optimization 
algorithm. In this paper, we employ a residual prediction 
model such as the VDSR and the reconstructed high-reso-
lution image, HR is assumed to be computed by

where ILR represents an interpolated low-resolution image 
that is obtained by the cubic interpolation method. Model 
(ILR; θ) is the deep-learning model to predict the high-fre-
quency components with a set of parameters including the 
weight matrix. The proposed SR model is based on a CNN 
with 1D and 2D filters, to reduce the computational com-
plexity with negligible PSNR loss.

3.1  Proposed 1D–2D CNN model

In this paper, we classify the high-frequency signals for 
high-resolution image restoration into three types, depending 

(2)�̂� = argminD(GT,HR),

(3)HR = ILR +Model(ILR;�),

Fig. 2  Block diagram of a very-deep super-resolution (VDSR). VDSR has 20 consecutive convolutional layers and one skip connection. SR is 
predicted as the sum of ILR and high frequency image
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on the directionality. The proposed algorithm classifies 
high-frequency signals into horizontal, vertical, and diago-
nal directions. Figure 3 shows the low-complexity neural 
network architecture proposed in this paper. The proposed 
structure consists of two stages. In the first feature-extraction 
stage, the low-resolution image interpolated to the target size 
is fed to the system. Then, the high-frequency signals in 
the horizontal and vertical directions are reconstructed and 
combined with the low-resolution images interpolated to 
the target size, to generate high-level feature information. 
In the 1D convolutional layers, only the horizontal and ver-
tical high-frequency signals are restored so that the high-
level features can be different from the target high-resolution 
original image. In the back-end image-restoration stage, the 
high-frequency signal in the diagonal direction is extracted 
to reconstruct the final high-resolution image, together with 
the early feature information. The proposed structure recon-
structs the horizontal and vertical high-frequency signals 
with a smaller number of computations than the VDSR net-
work. In the high-resolution image-reconstruction layer, the 
second stage using 2D filters with four layers is designed to 
reconstruct the high-frequency signal components.

3.2  1D convolutional layers

The 1D convolutional layers consist of two types of 1D 
CNNs, for horizontal and vertical high-frequency signals, 
and the subsystem is expressed as

where ĤR is the intermediate output image obtained by add-
ing the high-frequency signals in the vertical and horizontal 
directions to the interpolated ILR. The horizontal high-fre-
quency  Modelh(ILR; θh) is obtained using 3 × 1 filters and 

(4)ĤR = ILR +Modelv
(
ILR;�v

)
+Modelh

(
ILR;�h

)
,

the  Modelv(ILR; θv) is obtained using vertical directional 
filters (1 × 3). Each structure has four layers, and the inter-
mediate layers excluding the output layer employ rectified 
linear units (ReLU) as activation functions. The parameters 
(θh, θv) are computed by minimizing the cost function, L1D , 
which is defined by

The 1D CNN can be trained by minimizing the cost func-
tion, and the model consists of 1D filters; thus, the 1D CNN 
model can be trained with lower computational load, com-
pared to the existing CNN-based SR algorithms. The 1D 
CNN model can handle most of the high-frequency signals, 
by using horizontal and vertical filters. However, the diago-
nal information cannot be handled by the front-end 1D CNN 
stage. Thus, the proposed 1D–2D CNN model employs a 
back-end 2D CNN model with minimal network structure.

3.3  2D convolutional layers

The high-resolution image-reconstruction stage restores the 
diagonal high-frequency signals that cannot be restored in 
the 1D CNN stage using 1D filters. The structure is com-
posed of 2D CNNs consisting of 2D filters for high-fre-
quency signal extraction in the diagonal directions.  Modeld() 
for extracting diagonal high-frequency signals employs 3 × 3 
type filters, and the middle layers, excluding the output layer, 
use ReLU activation functions. The final high-resolution 
image is reconstructed by

(5)L1D =

n∑

i=0

|
|
|
ĤRi − GTi

|
|
|

1

1
.

(6)HR = Modeld

(
ĤR;�d

)
+ ĤR,

Fig. 3  Block diagram of the proposed one-dimensional (1D)–two-
dimensional (2D) convolutional neural network (CNN) for super-
resolution (SR). ILR is a interpolated low-resolution image, V is 
a horizontal high-frequency signal, H is a vertical high-frequency 

signal. ĤR is an intermediate high-resolution image resulting from 
ILR + H + V, D is a diagonal high-frequency signal, HR is a high-res-
olution image reconstructed using the proposed structure
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where ĤR is the output image from the first 1D CNN stage 
with horizontal and vertical filters. That is, the input includes 
a low-resolution image and high-frequency signals in the 
horizontal and vertical directions. Therefore,  Modeld(ĤR ; 
θd) for the final high-resolution image extracts the high-
frequency signals in all directions. The cost function, L2D 
for the learning is defined by

where  HRi and  GTi are the final reconstructed high resolu-
tion and ground truth images, respectively.

3.4  Learning method of the proposed 1D–2D CNN 
model

In the learning stage of deep-learning algorithms, it is 
important to select the loss function, optimization method, 
initial values of weights, and data set, appropriately. In this 
work, learning was performed for 80 epochs using an Adam 
optimizer [24] as the optimization method. The initial val-
ues of the model weights were initialized using the Xavier 
initializer [25]. The initial values of the learning rate were 
set to  1e−4, which were then halved every 40 epochs. The 
proposed 1D–2D CNN SR model consisted of two stages: 
1D CNN and 2D CNN. A joint cost function was proposed 
for the two stages of the 1D–2D CNN SR model, and is 
defined by

where �1D and �reg are set to 0.5 and  1e−4, respectively. We 
employed a joint cost function that included the regulariza-
tion terms for optimization. Thus, the overfitting issue could 
be alleviated by optimizing the proposed cost function.

In this paper, the same 291 images used for the VDSR 
[17] were used for learning. The training image set consisted 
of 91 images from Yang [7] and 200 images extracted from 
BSDS [23]. The training and test images were used for the 

(7)L2D =
1

2

n∑

i=0

‖
‖HRi − GTi

‖
‖
2

2
,

(8)

L
(
�
h
, �

v
, �

d

)
= L2D

(
�
d

)
+ �1DL1D

(
�
h
, �

v

)
+ �reg

∑
‖‖�h‖‖

2

2

+ �reg

∑
‖
‖�v

‖
‖
2

2
+ �reg

∑
‖
‖�d

‖
‖
2

2
,

ground truth, high-resolution original images. Their cor-
responding low-resolution images were obtained by down-
sampling the high-resolution images, as shown in Fig. 4. 
In this paper, the bicubic interpolation method was used 
for down-sampling and up-sampling, and the learning data 
were constructed with scales of 2, 3, and 4. In this paper, we 
used a data augmentation method such as flip and rotation 
for high-resolution original images and their down-sampled 
images. The training images were divided into batches of 
256 images, and each image was separated into patches of 
48 × 48 pixels.

4  Experimental results and discussion

In this paper, we used Intel i7-6700 3.40  GHz CPU, 
16 GB memory, and GTX 1080 Ti 11 GB GPU for the 
performance evaluation of the proposed and existing 
methods. The algorithms were implemented with Python 
3.6 and TensorFlow [26] 1.11.0. The visual qualities 
were evaluated for bicubic, SRCNN [16], VDSR [17], 
and the proposed algorithms. The speed-up performance 
of VDSR and the proposed algorithm were also evaluated. 
VDSR in the literature [17] was implemented using the 
Matlab-based deep-learning library, MatConvNet [27]. 
We re-implemented and trained the VDSR using Tensor-
Flow for fair performance comparison in our evaluation. 
Note that the data sets for VDSR for the learning stage 
are used for the proposed algorithm. Set5, Set14, B100, 
and Urban100 were used for performance comparison. 
The input images were converted to YCbCr and only the 
Y components were used. In Sect. 4.1, we compare the 
proposed method with the existing methods, using the 
peak signal-to-noise ratio (PSNR) and structural simi-
larity (SSIM) as evaluation metrics of visual qualities. 
Section 4.2 evaluates the speed-up factor of the proposed 
method in CPU, GPU, and TPU environments and com-
pares it with that of VDSR.

In the Fig. 5, the output of the vertical 1D CNN structure, 
V, clearly restores the high-frequency signals in the verti-
cal direction, and the output H of the horizontal 1D CNN 

Fig. 4  Generation of training 
image data
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structure restores the high-frequency signals in the horizon-
tal direction. However, each of them shows strong horizon-
tal and vertical high-frequency signals. We can hardly see 
the high-frequency signals in the diagonal directions in the 
output of the 1D CNN model, while the output D from the 
2D CNN model shows a more detailed representation of the 
diagonal high-frequency signals.

4.1  Comparison of visual quality

Table 1 shows a comparison of the existing and proposed 
algorithms in terms of the PSNR and SSIM for visual qual-
ity. The visual quality of the proposed algorithm is better 
than that of bicubic and SRCNN. Note that the visual quality 
of the proposed algorithm is comparable to that of VDSR.

Table 2 shows the differences in PSNR and SSIM between 
VDSR and the proposed method. The proposed method 
shows, on an average, a degradation of 0.19 dB in terms 
of the PSNR, compared to the VDSR method implemented 

by TensorFlow. In the case of SSIM, the visual qualities of 
the proposed and VDSR techniques are approximately the 
same. Figure 6 shows the original and reconstructed images 
using the bicubic, SRCNN, VDSR, and the proposed algo-
rithms for the “img090” image of the “Urban100” set and 
“Baboon” and “Barbara” images of “Set14”. The proposed 
method shows high visual quality at the boundaries, com-
pared to the bicubic and SRCNN.

4.2  Run‑time comparison and complexity

The computational complexity of the VDSR and proposed 
algorithms were analyzed on GPU and CPU settings. Also, 
we calculated the number of multiplications required for 
VDSR and the proposed algorithm. For the run-time com-
parison, the time-saving (ΔT) was calculated, which can be 
defined as

Fig. 5  Intermediate output images of the proposed network for the 
“img009” image of Urban100 with a scale factor of four. ILR at the 
top of the figure is a low-resolution input image interpolated to the 
target size, V is a horizontal high-frequency signal, H is a vertical 
high-frequency signal, and H + V is the sum of horizontal and vertical 

high-frequency signals. ĤR at the bottom of the figure is a high-reso-
lution feature image resulting from ILR + H + V, D is a diagonal high-
frequency signal, HR is a high-resolution image reconstructed using 
the proposed structure, and GT is a high-resolution original image
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where Tref is the run-time of the existing method and Tproposed 
is the run-time of the proposed method. Table 3 shows the 
run-times of SRCNN, VDSR and the proposed algorithms 
on GPU. The time-saving factors between the proposed 
algorithm and VDSR are also shown in the table. In the 
GPU environment, the VDSR requires 0.020 s, on average, 
whereas the proposed and SRCNN methods require 0.005 s 
and 0.011 s, on average, respectively. While SRCNN is faster 
than the proposed algorithm, its PSNR and SSIM are lower 
than the proposed algorithm, as shown in Table 1. SCRNN 

(9)ΔT =
Tref − Tproposed

Tref
,

has a smaller number of parameters, thus; it cannot recon-
struct the high-frequency components. The average time-
saving of the proposed algorithm, compared to VDSR, is 
approximately 50.79%. Table 4 shows the run-times of the 
SRCNN, VDSR and the proposed algorithms on Intel CPU. 
In the CPU environment, SRCNN, VDSR and the proposed 
methods take 1.04 s, 15.92, and 4.56 s, on average, respec-
tively. We can state that the proposed algorithm can achieve 
high time-saving of approximately 71.3%. 

Table 5 shows the number of multiplications required for 
VDSR and the proposed algorithm. In CNN frameworks, 
the number of weights used by the model is the number of 
multiplications required to process one pixel. Therefore, the 
theoretical computational complexity is compared based on 
the number of weights used in the neural network models. 
From the numerical number of weights, it can be inferred 
that the proposed method can save 81.22% multiplications.

Table 6 shows the time-saving factors of the proposed 
method against VDSR on Google Coral TPU. Because two-
dimensional (1D filter × # channels) memory access and 
convolutions are executed by the proposed 1D structure, 
the proposed network is efficient to achieve high-speed par-
allelism for the Google TPU. We found that the proposed 
method with the GPU in Table 3 reduced the average pro-
cessing time by 50.78%, compared to the previous method. 
Furthermore, it can reduce the average processing time by 
61.82% on the Google Coral Edge TPU. To evaluate the 
performance of the proposed algorithm in terms of the num-
ber channels, we evaluated PSNR, SSIM, and run-time of 
the proposed network by varying the number of channels 
(32, 64, and 128) with the number of parameters in Table 7. 
The proposed method having 128 channels yields visual 
performance similar to VDSR with lower computational 

Table 1  Peak signal-to-noise 
ratio (PSNR) and structural 
similarity (SSIM) of the 
existing (bicubic, super-
resolution convolutional neural 
network (SRCNN), very deep 
super-resolution (VDSR)) 
and proposed super-resolution 
algorithms

Dataset Scale Bicubic SRCNN [16] VDSR [17] Proposed

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Set5 ×2 33.66 0.9299 36.66 0.9541 37.15 0.9578 37.08 0.9573
×3 30.39 0.8682 32.75 0.9081 33.29 0.9186 32.94 0.9140
×4 28.42 0.8104 30.48 0.8618 30.99 0.8783 30.56 0.8690

Set14 ×2 30.24 0.8688 32.45 0.9066 32.75 0.9108 32.73 0.9099
×3 27.55 0.7742 29.29 0.8217 29.65 0.8298 29.42 0.8253
×4 26.00 0.7027 27.50 0.7518 27.83 0.7631 27.58 0.7566

B100 ×2 29.56 0.8431 31.36 0.882 31.68 0.8944 31.63 0.8930
×3 27.21 0.7385 28.41 0.7870 28.68 0.7960 28.55 0.7919
×4 25.96 0.6675 26.90 0.7115 27.15 0.7228 27.01 0.7179

Urban100 ×2 26.88 0.8403 29.51 0.8949 30.17 0.9069 30.06 0.9044
×3 24.46 0.7349 26.24 0.7997 26.74 0.8171 26.46 0.8082
×4 23.14 0.6577 24.52 0.7236 24.88 0.7399 24.59 0.7278

Table 2  Difference between very deep super-resolution (VDSR) and 
the proposed algorithm

Dataset Scale Proposed—VDSR [17]

PSNR SSIM

Set5 ×2  − 0.06  − 0.0005
×3  − 0.35  − 0.0045
×4  − 0.42  − 0.0092

Set14 ×2  − 0.02  − 0.0009
×3  − 0.22  − 0.0045
×4  − 0.25  − 0.0065

B100 ×2  − 0.05  − 0.0014
×3  − 0.13  − 0.0040
×4  − 0.14  − 0.0049

Urban100 ×2  − 0.11  − 0.0026
×3  − 0.28  − 0.0089
×4  − 0.29  − 0.0121

Average  − 0.19  − 0.0050
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complexity than VDSR. When 32 channels are used for the 
proposed algorithm, it is faster than that with 64 channels 
but yields similar visual performance to SRCNN. Therefore, 
we found that the proposed method is a reasonable trade-off 
between complexity and visual performance. Depending on 
the requirements of an application, the number of channels 
can be selected.

5  Conclusion

In this paper, we proposed a low-complexity neural net-
work with 1D and 2D filters. The existing CNN-based 
SR technologies reconstructed high-resolution images 
with deep and wide layers, using 2D filters. However, 

BicubicGround Truth VDSR ProposedSRCNN
im

g0
90

B
ar
ba
ra

B
ab
oo
n

Fig. 6  Comparison of super-resolution images reconstructed by bicubic, super-resolution convolutional neural network (SRCNN), very deep 
super-resolution (VDSR), and proposed algorithm

Table 3  Run-times of the 
SRCNN, VDSR, and proposed 
algorithm on GPU

Dataset Scale SRCNN (s) VDSR (s) Proposed (s) Time-saving of 
proposed-VDSR (ΔT) 
(%)

Set5 ×2 0.002 0.016 0.008 48.80
×3 0.002 0.017 0.008 49.42
×4 0.002 0.016 0.008 50.62

Set14 ×2 0.004 0.031 0.016 48.96
×3 0.004 0.033 0.016 51.86
×4 0.005 0.031 0.016 48.96

B100 ×2 0.003 0.020 0.010 52.84
×3 0.003 0.021 0.010 53.48
×4 0.003 0.020 0.010 52.98

Urban100 ×2 0.012 0.092 0.045 51.37
×3 0.013 0.104 0.052 50.31
×4 0.012 0.091 0.045 50.68

Average 0.005 0.041 0.020 50.79
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the VDSR model required a higher number of computa-
tions and used more memory. For low-complexity CNN-
based SR, the proposed method consisted of a 1D fea-
ture-extraction layer and 2D image-restoration layers. The 
first feature-extraction layer was designed to extract the 
horizontal and vertical high-frequency signals using 1D 
filters. The second high-resolution image-restoration lay-
ers were developed for extracting high-frequency signals 
in the diagonal directions using 2D filters. Also, we pro-
posed a loss function to optimize the 1D and 2D filters, 
simultaneously, using regularization terms. In comparison 
with the TensorFlow-based VDSR model, the proposed 
method showed a negligible loss in visual quality with 
significant computational load reduction. Future research 
will be conducted on the development of neural network 
structures and learning methods that are robust to various 
types of distortions such as coding losses and so on.

Table 4  Run-times of SRCNN, 
VDSR, and the proposed 
algorithm on Intel CPU

Dataset Scale SRCNN (s) VDSR (s) Proposed (s) Time-saving of 
proposed-VDSR (ΔT) 
(%)

Set5 ×2 0.37 6.79 1.80 73.54
×3 0.37 4.81 1.47 69.38
×4 0.38 6.78 1.85 72.69

Set14 ×2 0.75 12.80 3.51 72.57
×3 0.74 9.44 2.95 68.76
×4 0.74 12.55 3.56 71.66

B100 ×2 0.50 6.47 1.99 69.31
×3 0.49 6.24 1.94 68.96
×4 0.50 6.43 1.98 69.30

Urban100 ×2 2.54 42.57 11.70 72.52
×3 2.51 31.53 9.79 68.95
×4 2.54 44.59 12.16 72.73

Average 1.04 15.92 4.56 71.37

Table 5  Comparison of the 
number of multiplications 
between very deep super-
resolution (VDSR) and the 
proposed algorithm

VDSR Proposed Δ#param.

664,704 124,800 81.22%

Table 6  Run-times of VDSR, and the proposed algorithm on Rasp-
berry pi 4 with Google edge TPU

Dataset Scale VDSR (ms) The proposed 
algorithm (ms)

Time-saving of 
proposed-VDSR 
(ΔT) (%)

Set5 ×2 4.21 1.64 61.1
×3 4.21 1.62 61.4
×4 4.33 1.63 62.3

Set14 ×2 4.72 1.85 60.8
×3 4.46 1.77 60.4
×4 4.51 1.68 62.7

B100 ×2 4.77 1.63 65.8
×3 4.81 1.77 63.3
×4 4.72 2.02 57.1

Urban100 ×2 4.78 1.71 64.3
×3 4.80 1.78 63.0
×4 4.79 1.93 59.7

Average 4.59 1.75 61.8
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