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Topics we’ll cover today

* Who we are: American Airlines

* Applications in Scope

* Our OCI Footprint

* Our Migration Journey
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* Deployment Agility through GitOps
* Cloud Migration Success Factors

e Qutcomes and Lessons Learned




Who we are: American Airlines

The world's largest airline by fleet size: more than 1,300
aircraft in its mainline

Employs over 100,000 team members

Operates thousands of flights every day to hundreds of
destinations

...and is a fantastic place to work!
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American Airlines’ Applications in OCI

ADMIRALS Club.

“SPA” Siebel Platform Applications: 5 Apps

* Siebel CRM: elLoyalty, Loyalty, Call Center, Partner
Portal

* Oracle BIP/OBIEE
* Oracle Analytics Cloud
* IBM Middleware

e Database: Oracle 19c on Exadata Cloud Service

Key Facts

*  SPA supports important business capabilities for our
customers, such as the Admirals Club

*  Moved to OCl in May 2020

*  OCI Regions: Phoenix (Prod) and Ashburn (DR)




American Airlines’ Applications in OCI

Ventana: American’s Loyalty Platform

Powers the world’s largest and oldest airline loyalty

program, AAdvantage®

Processes up to 30 million web service requests
daily from AA.com, American’s Mobile App, and
many other internal and external clients
Executes 300 daily batch jobs

Runs on a 16 TB Oracle Database

Serves as a Ul for AAdvantage Customer Service
25 large Siebel-based Pods hosted on OKE

Ventana System Composition

Oracle Siebel CRM 22.8

IBM Batch and Scheduling software; MQSeries
Third-Party Proration Engine

Custom Java for Web Services

Database: Oracle 19c on Exadata Cloud Service

AmericanAirlines \
AAdvantage ¢

P

B 9 & © Blommager ——— ¢
actior

Loyalty Program Administration  Campa MICHAOD PAPP (

Member #
=

s LastOffer&
MICHAOD PAPP & Member Info & Account Security > oLcicss T date |

EXECUTIVE PLATINUM thru tar 31,2024 Active v Outbound Calling Address g Phone

Email
635 3RD AVE W, KALISPELL. MT 50901-4807 (902) 555-4342 ® TESTING@EXAMPLE COM|
Advantage it Award Eigible Miles Expiry Enroll New Member usa —
owcicas 256,661 mpric2oas ey et
’ Envoll Similar Member = gy Duecro
testing@example.com Jan1,1970
Member Since Last Activity 5 i
Sep 26,2019 Apr10,2022 R Who is the caller? Phori:
Match-No
Million Miler Memberships Securit ity Q/A O Mem! zed O UnAuthorized
67359 ADM. CB4
Status Pass Regisration BuyMiles "Heshopping
Bag Refund
RecentActivity | Comments (81 Similar Accounts = Status summary | £Q Summary Upgrades  Expired Miles DNiDining Mileage
Multiplier
Million Miler Status Challenge Eligible  Status Exception Eligible
Apr10.2022 Apr 9.2022 Mar 23,2022 Mar 18,2022 Febs.202 67359 v
AnE9 HUYSIF AA2087 HZUT  axss02 KEAT  anooe2 LMGXPZ  an203s 200000 | Executive @4
Platin Rep to gt
ar FLL IND MIA MiA L Lerd Tanter
125000 | Piatinum Pro
= = = = > Lps
314,512 75000 | Platinum
MEM T MIA DG SFO
Loyalty Points Earned 30000 | Gold
1127 AEM 0AEM 3223 AFM 45023 AFM 8756 AF

Home Profile/TSA  Addresses Email/Tel aacom  Opt-In  Activity CharityActivity MiesbyYr Comments Helix Status StatusProgress Wallet 500mUpg SWUpg Payments FUFA PromofStatus Pass | v

JOHN Q. TRAVELER
123456

JOHN Q. TRAVELER
. 123456




OCI (Phoenix / Ashburn)

American Airlines’ OCI Footprint

OCI Services Utilized Siebel CRM .

* Compute
* Oracle Container Engine for Kubernetes (OKE) Oracle Data Exadata Cloud
* Networking: VCN, FastConnect/Interconnect L service

» Storage: Block, Object, File

* Exadata Cloud Services (ExaCS) X8M-2
* Load Balancer

Oracle
Analytics
Cloud

Siebel Platform Apps (SPA)

* Key Vault OCI (Ashburn / San Jose)

* Analytics (OAC) 5

* Future: OIC, Al/ML, ATP Database Service Batch
Ga;:mav Siebel Loyalty CRM Processing
MQSeries) (IBM DataStage)

Supplementary Technologies in OCI
Loyalty Miles
: JVMs Prorati '
* Palo Alto Firewall (Anache (Aczzlf:a L“;‘Ex Scheduling
* Security agents Miles) ey

* Multiple open-source technologies supporting
monitoring, management, deployment of
applications
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Oracle Exadata Cloud Service

Ventana




Our Impetus for Moving Ventana to the Cloud

American’s “Cloud First” Direction
* IT Leadership encouraged teams to seek opportunities to migrate to the Cloud
* We considered moving Ventana to the Cloud in 2018/2019 but decided to remain on-premise
* SPA applications were migrated to OCl in 2020 with a Kubernetes go-live completed in November 2021

Data Center Closure
* A Data Center closure impacted Ventana’s Disaster Recovery environment
e Migration options included moving to another data center, but carried material risk and cost
* The Data Center closure presented a new opportunity for Ventana to move to the Cloud

Deliver a Platform built for Business Agility and Security
* Build a scalable platform that allows Ventana to grow at the speed of our business
* Prevent security vulnerabilities from being exploited by outside actors
* Meet or exceed enterprise Objectives and Key Results (OKRs) for reliability, security, and performance

Make our Product Awesome!



Weighing multiple migration options

Move to another on-prem data center
* Material cost and risk during the migration
* Unaligned with our “cloud first” direction

Migrate only our Disaster Recovery Environment to
OCl

* Implies trust in OCl to run Production anyway

*  Would result in two infrastructure platforms to manage

Migrate all environments to OCI
* Requires existing hardware disposition

Lift-and-shift vs. deploy into OKE

* OKE offered a way to bring traditional apps into a modern
architecture

* A migration + OCl deployment increases risk and time

Strongly disagree

Cloud? On-Prem? VMs? Kubernetes?

| am excited about Ventana E OCI+K8s for April 2022
We should not go live to O%E+K85 until Sept 2022
| prefer going live in OCI gs VMs first.

We should go live in K8s on-prem first.
21
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Why Oracle Cloud Infrastructure?

Ventana’s core technologies — Siebel and Oracle Database — are Oracle-based

e Siebel CRM continues to evolve as an enterprise-grade Loyalty platform
* Oracle Exadata remains the premier database for Ventana’s billions of transactions

* Risk Reduction of our Customers’ Data Integrity during the migration

e Oracle Database on Exadata/ExaCS
* Oracle GoldenGate, Oracle Active Data Guard

e Alignment to a single platform for all Applications in our care
* Cost efficiencies through a multi-year commitment in OCI

e Low latency, high speed integration with Azure-hosted apps using Interconnect

OCI East Interconnegct l‘ Azure East

10



High-Level Milestones

Ventana Migration Ventana Dev/Test Ventana Pre-Prod Ventana Kubernetes
Decision Point Cutover Cutover Cloud Go Live
September November March April May 14
2021 2021 2022 2022 2022
SPA Kube?rnetes Migration Go/No Go
Go Live Roadshows Decision



The Ventana Cloud cutover process

At 11 PM CDT May 14, 2022, we initiated a cutover of Ventana to Oracle Cloud Infrastructure (OCl)

e Key services were available within 1 hour as planned

* The cutover plan included 200 tasks across multiple teams

Service e

Batch =
Siebel Loyalty CRM Processing

Service
Gateway
(IBM

MQSeries) (IBM DataStage)

Miles

Proration -
(Accelya APEX SChedgilqg
Miles) (IBM Tivoli)

Batch =
Siebel Loyalty CRM Processing

Gateway
(IBM 7
MQSeries) (IBM DataStage)

Miles

Proration Mo
(Accelya APEX SChEde'"Tg
Miles) (IBM Tivoli)

Ventana Ventana

\

Oracle Cloud Infrastructure
\/

American Data Centers
(on-prem)

4
|\

User and Web Service Traffic
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Containerizing Legacy Applications
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Legacy Application Images based on multiple layers

Docker Base Image

MQ Binaries

———
Persistence Volume

NE L EIRERES

Base OS (Oracle Linux 8.6-Slim)

Artifactory

Deployable Application Image

Application Pods

OKE in OCI
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Kubernetes Composition of a Legacy App

( )

Application Installation &
Configuration

( ) H
lsmeies Basleme: Load Balancer Service

Automation * Exposes Service externally
* Defined by Cloud Provider (e.g., OCI
Load Balancer)

Helm & Ansible

* Declarative GitOps
Continuous Delivery tool
* Monitors K8s Apps for version NodePort Service Configuration of K8s Apps
differences
L ) * Exposes Service on a Static Port L )
* Reliable, consistent service access
per Node

* Manages Installation &

ClusterlP Service Headless Service

* Routes incoming requests directly
to Stateful Pods based on Selector
Value

* Persistent DNS assignment

* Enables Inter-Pod communication

Persistent Volume Claim

Persistent Volume

* Ephemeralinstance of a Legacy App

. . . Container
* Provides ordering and unique . L
* Equivalent to a running instance of

’ Prov!5|oned storage used by Pods ¢ Binds the Persistent Volume to the
e Retains data even after Pod restart Pod

e Uses OCl’s FSS storage driver

* Deployment Type of the PODs

assignment - S
g Application binaries




Logical Kubernetes Architecture

Oracie Cloud
Infrastructure

KS8s Cluster

: Type of Applications

Zookeeper
Headless Service

Apache/Reverse Proxy SAlTomcat

@ StatefulSet @ StatefulSet
Apache Headless fomcat Headless Al
» =P e e— o

Oracle DB

(ExaCs)

Monitoring

KBz Cluster: Grafana

Apphications: Ge:

DE Monitoring: OEM

DR Replication

Applications: Rzync

I

DB: Oracle Data Guard
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GitOps Infrastructure Automation
.

Import Kubernetes

Cluster on Ventana RANCHER
( \ Rancher (Open Source)

O

JFrog Artifactory

Provide Image from
Repository

Git Push

Oracle Cloud Infrastructure l

GitHub Actions Workflow . S

' kubernetes \
\ (Infrastructure Code) J
Kubernetes

\ 4

o= m e e

\ 4

"V Terraform @
Argo CD Application e @
Git Push Platform

Siebel Application
Cluster
Platform / \
Engineer
Deployment .Ja Il
\ GitHub Repository (Code Sync) ----q- --------------------------------------

Provisioning @
( i
- K (Platform Code) J

~
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Deploying Kubernetes Pods through Argo CD

.

(@) stage-siebel-application - Applic X 4 (@ mdev-application - Application [ X +
€ = C 4 Notsecure | [ INNNEG - tions/: iebel-application?vi &uresource=8inode=argoprojio%2FApplication¥2Fargocd%2 C A Notsecure | hetps/ | >-pications/mdev-application?view=tree8iresource= S}
PROJECT default
Applications Q@ mdev-application
LABELS
ANNOTATIONS = p .
APP HEALTH CURRENT SYNC STATUS (_MORE ) LAST SYNC RESULT |_MORE )
W Healthy @ Synced To HEAD (638f385) @ Sync 0K To 638f385
CLUSTER in-cluster (https://kubernetes. default. svc) Adilor Lo Succeeded an hour ago (Thu Aug 25 2022 13:21:09 GMT-0500)
Comment 221 v n Authar byt
Comment  Merge pull request 82 from AAlnternal/spasiebel-mdev...
NAMESPACE stage-siebel T £
Y FILTERS p— pre i —
= EH Q@ Q |00% sy
CREATED_AT 09/01/2022 14:56:47 NAME a sespve-mdev-ses7 :
»
H
NAI o |
REPO UL ey "
sespvc-mdev-ses-8 .
> H
TARGET REVISION HEAD — o Sednt
sespve-mdev-ses-9 .
» :
PATH spasiebel-stage KINDS —
| Smorhe
= mdevsesd s
REVISION HISTORY LIMIT - i .
SYNC STATUS - mdey-ses - pod
v ve ¢
SYNC OPTIONS CreateNamespace [0 @ synced 75 GriE) 3 mdev-ses-1 s
: :
[ © outotsync 0 (s ) romng ) V1)
RETRY OPTIONS Retry disabled S—— 3
- = H
aTaTiie £ AN mA Eram HEAN (822001 HEALTH STATUS - (AT minates | o 777 |

Argo CD Monitors the specified GitHub Repo for changes 38 minutes to update Pods via Automated Rollout

New Environments can be deployed in a single day
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Simplified Upgrades and Rollbacks

1. Upgrade the Siebel Image 1. Update the values.yaml file with previous Image details

2.  Upload it into Artifactory and run the Security Scan (aquasec) 2. Push the yaml file to Git Repo

3. Update the values.yaml file with latest Image details 3. Approval on Git Pull request

4.  Push the yaml files to Git Repo 4.  Trigger the deployment through Argo CD

5. Approval on Git Pull request 5. Leverage the existing configuration using Persistence Volume
6. Trigger the deployment through Argo CD

7. Leverage the existing configuration using Persistence volume

Application Upgrade Stats in K8s

* 50% reduction in effort to upgrade and deploy the application
* Continuous Deployments through Argo CD

* Easy to scale up and scale down of resources at Pod level

* Easy Rollback mechanism of Application versions

* Easy to scale down Application Pods whenever required
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Cloud Migration Success Factors
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Key Success Factors

Two key factors played a critical role in our migration success:

Partnering with Oracle Empowering the Team

e Cloud Sales

* Cloud Engineering & DLP

* Cloud Engagement Management
* Cloud Assurance

* Operations & Support

* Executive Sponsorship

* Certifications

* Upskilling

* Leadership Support

* Persistent Team

* Track record of success

21



Partnering for Customer Success: Key Oracle Teams
J

Developer Lighthouse
Partnership Program (DLP)

I Kamesh Challa Rishi Johari, Sherwood Zern

Day 1 OCI Account Management
(Sales)

Cloud Engineering (ECAs)

Obstacle ocCl Flgew§ll & .Network CIO|\L;|d Engagement
Removal ngineering anagement
I Kam Agahian, Misha Kasvin Bill Crawford
Sustained Cloud Assurance OCI Operations and Support Executive Sponsor
Success

Matt Ryanczak Johnnie Konstantas

¥

| N
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Upskilling and Certifications

This badge was issued to
07 December 2021 by Oracle

ORACLE
Certified

Oracle Cloud Infrastructure 2021 Certified Cloud
Operations Associate

Issued by Oracie

Associate
Oracle Cloud
Infrastructure
Cloud Operations

2021

An Oracle Cloud Infrastructure 2021 Cerbified Cloud Operations Associate has demonstrated hands-on experienca and
knowledge required to Automate Cioud fasks, Tune Performance, Troubleshoot, manage cost, manage security and
cempliance polficies, Monitor and Alert OCI, Implement Data Retention and Archival, creats shell scripts with the Command
Line Interface (CLI) and dasign Cloud-scale Agiity on OC|. Up-to-date training and field experience are recommended

View Requitements

- W

CERTIFIED

kubernetes

ADMINISTRATOR
-

The Cloud Native Computing Foundation hereby certifies that

Krishnam Raju Bhattu

has successfully completed the program
requirements to be recognized as a

Certified Kubernetes Administrator

Apri LF-mmggdgnnns

it //training linuxfoundation org/certification/verify

This badge was tssued to

Tim Tsao 20 October 2021 by Oracle

/ ORACLE
Certified
Foundations
Associate
Oracle Cloud
Infrastructure

2021

View Requiremants

ORACLE
PartnerNetwork

Solution
Engineering

Specialist

Oracle Application Integration
Cloud Platform

Additional Details

Oracle Cloud Infrastructure Foundations 2021
Associate

Issued by Oracle

The Oracle Cloud Infrastructure (OCl) Foundations certification is intended for individuals looking to
fundamental knowledge of public dloud services provided by Oracle Cloud Infrastructure. This certification is
targeted towards candidates with non-technical backgrounds such as those involved in selling or procuring cloud
solutions, as well as those with a technical background who want to validate their foundational-level knowledge
around core OCI services. This exam does not require any hands-on technical experience and is not a
prerequisite for taking any other OCI certifications.

Oracle Application Integration Cloud Platform
Solution Engineer Specialist

Issued by Oracle

The QOracle Application Integration Cloud Platform Solution Engineer Specialist badge is intended
for professionals within partner organizations who specialize in designing and configuring Oracle
Application Integration Cloud Platform to their customer base. The recommended online training
sessions provide more in-depth information to help the presales teams, including an assessment

to demonstrate their knowledge and be recognized by Oracle.

Skills

INT - App Integration Solution Engineering
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Outcomes and Lessons Learned
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Operational Outcomes since Ventana Go Live

* Excellent operational reliability for our Critical application
=  ZERO customer-impacting incidents have occurred in Oracle Cloud Infrastructure

= ZERO automated warnings triggered in the Kubernetes monitoring Slack channel since July 1, 2022

88 General / Kubemetes / Compute Resources / Namespace (Pods) Ventana <3 3t ventana-prod-k8s-alerts ¥

defaut jebproc + Add a bookmark
- Headiines

CPU Utisation (rom requests) CPU Utiisation (fom fmits) Memory Utlsation (from requests) ‘Memory Utilisation (fom limits) Wednesday, June 15th ©

AN 10.8% 85.3% 42.7%

ventana_prod_k8s APP 1226 pM
J I [FIRING:1] | CPUThrottlingHigh | [archerld:7304996|action:U0105]

- CPU Usage

12:26 I [FIRING:2] | CPUThrottlingHigh | [archerld:7304996|action:U0105]

Friday, July 1st ~

ventana_prod_k8s APF 7:13 PM
| [FIRING:1] | Node space filling up | [archerld:73049%6action:U0105]

ventana_prod_k8s APF 71z pm
| [FIRING:1] | Node space filling up | [archerld:73049%6action:U0105]

> CPUQuota

Memory Usage ventana_prod_k8s APF 724 pn

I [FIRING:1] | Node space filling up | [archerld:73049%6action:U0105]

I [FIRING:1] | Nede space filling up | [archerid:7304996/action:U0105]

ventana_prod_k8s A 7.35 P
I [FIRING:1] | Node space filling up | [archerid:7304996]action:U0105]

ventana_prod_k8s APF 7.0 pM
I [FIRING:1] | Node space filling up | [archerid:7304996]action:U0105]

1y Qu
Current Network Usage

Pl ventana_prod_k8s APF 745 pn

I [FIRING:1] | Node space filling up | [archerld:7304996[action:U0105]

L !
W
¥
@ oo s s o
(1
¥
¥

Tuesday, August 2nd

ﬂ Jason MacZura - Ventana and Siebel Platform 1557\
@ |'d just like to celebrate that it's been a month since we had any alerts triggered for Ventana Production. Way to go, team! & (edited
T @

A recent 7-day report on Pod metrics
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Operational Outcomes since Ventana Go Live

Performance: Acceptable ~40ms additional latency increase on web services from on-prem end
points

Improved Scalability: Fast scaling to react to spikes in website traffic load from promotions,
seasonal peaks etc.

Improved Resiliency: Automatic Pod restarts when pod crashes or memory limits are exceeded

Optimized Infrastructure expenses
* Avoids large capital spend for new hardware refreshes
* Open-source software alternatives save significant license costs

Simplified Infrastructure Management: 60% reduction in the number of Compute instances

Improved Security: 50% faster patch deployments

26



Operatlonal Outcomes smce Ventan

4 days post-Ventana Go Live

a Go Live

Wy, .'51
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Lessons Learned for a successful cloud migration

Technical Lessons and Findings Leadership Lessons

* Not all COTS applications can be migrated to * Partner with teams within Oracle
contamer§ o _ . * Gain team buy-in before moving forward
* Technical limitations due to image size
*  Vendor support (or lack thereof!) * “Operationalize” Learning Journeys
e Issues may need to be replicated in a VM : : :
. * Schedule daily learning sessions as a
footprint
: : team
* Running Kubernetes requires another o _ -

, technologies
* Kubernetes upgrades of legacy apps require

additional care to avoid/minimize downtime * Demonstrate trust and support — celebrate
both success and failure

e Large Node and POD sizing required

* File Storage Service cost considerations




Key Takeaways

o OKE and Open-source can support Critical applications: Open-source technologies can support the
deployment, configuration, management, and monitoring of critical applications while optimizing costs

o Legacy Application Modernization is Possible: With Ventana’s recent deployment to OCI, American
Airlines is running the largest “Siebel implementation on Kubernetes” in the world

o Empower your team: Set high standards for your team... empower them to skill up... and they will meet
them!

o Thanks to OCI, we now run our core Loyalty system in a scalable, self-healing cloud architecture that
positions us to take advantage of cloud services such as real-time Al and modern data integration
technologies
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LRN3714:
How American Airlines Moved Mission-Critical Apps to

Kubernetes

* Learn more about the technologies and solutions we implemented to move into OKE
* Deeper technical dives into open source technologies running in OClI
* Tomorrow @ 2:30 PM

¥ = 5 - - \‘ » -
Vijay Krishnaswamy Sunil Katwal Sherwood Zern
Technical Delivery Manager Principal Architect, IT Cloud Cloud Solutions Architect
American Airlines American Airlines Oracle

30



=

L LU LU S TTTI TS TR L A Y

—

'_.(

r

i - A
AmericanAirlines

You are why we fly’

31



