Chapter 10
Computational Aesthetic Evaluation:
Past and Future

Philip Galanter

Abstract Human creativity typically includes a self-critical aspect that guides inno-
vation towards a productive end. This chapter offers a brief history of, and outlook
for, computational aesthetic evaluation by digital systems as a contribution towards
potential machine creativity. First, computational aesthetic evaluation is defined and
the difficult nature of the problem is outlined. Next, a brief history of computational
aesthetic evaluation is offered, including the use of formulaic and geometric theo-
ries; design principles; evolutionary systems including extensions such as coevolu-
tion, niche construction, agent swarm behaviour and curiosity; artificial neural net-
works and connectionist models; and complexity models. Following this historical
review, a number of possible contributions towards future computational aesthetic
evaluation methods are noted. Included are insights from evolutionary psychology;
models of human aesthetics from psychologists such as Arnheim, Berlyne, and Mar-
tindale; a quick look at empirical studies of human aesthetics; the nascent field of
neuroaesthetics; new connectionist computing models such as hierarchical temporal
memory; and computer architectures for evolvable hardware. Finally, it is suggested
that the effective complexity paradigm is more useful than information or algorith-
mic complexity when thinking about aesthetics.

10.1 Introduction

This chapter looks at computers and aesthetic evaluation. In common usage the
word creativity is associated with bringing the new and innovative into being. The
term, whether used in reference to the arts or more generally, connotes a sort of self-
directedness and internal drive. Evaluation or criticism is by its very nature reactive.
Something is first created and only then can it be evaluated. Evaluation and creativity
at first seem to be two different kinds of activity performed at different times.

But almost any exploration of creativity will quickly reveal evaluation threaded
throughout the entire process. For accomplished artists there are usually at least
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256 P. Galanter

three ways evaluation becomes an intrinsic part of the creative process. First, artists
typically exercise evaluation as they experience, study, and find inspiration in the
work of other artists. In practice artists will execute countless micro-evaluations as
part of making aesthetic decisions for works-in-progress. Once completed, artists
evaluate the final product, gaining new insights for the making of the next piece.

If computers are to become artistically creative their need for an evaluative func-
tion will be no less acute. Computer artists have invented a great variety of fe-
cund computational methods for generating aesthetic possibilities and variations.
But computational methods for making aesthetically sound choices among them
have lagged far behind.

This chapter provides specific examples of computational methods for making
aesthetic choices. Longer examples have been selected as good illustrations of a
particular approach, with shorter examples providing variations. Some examples
show where a path is already known to lead. while others are provided as trail heads
worthy of further exploration.

10.1.1 What Do We Mean by Computational Aesthetic Evaluation?

The word evaluation is sometimes prone to ambiguous use due to the multiple mean-
ings of the word value. For example, a mathematician can be said to evaluate an
expression or formula. An art expert might evaluate a given object for market value
or authenticity. Part of that might involve an evaluation of style and provenance.

For this discussion aesthetic evaluation refers to making normative judgements
related to questions of beauty and taste in the arts. It’s worth noting that the word
“aesthetics” alone can imply a broader critical contemplation regarding art, nature,
and culture. The topic of aesthetics, including evaluation, goes back at least to Plato
and Aristotle in the West (for a good overview of philosophical aesthetics see Carroll
1999).

The term computational aesthetics has been somewhat instable over time. For
some the term includes both generative and analytic modes, i.e. both the creation
and evaluation of art using a computer. For others it purely refers to the use of com-
puters in making aesthetic judgements. This chapter concentrates on systems for
making normative judgements, and to emphasise this I've used the terms “computa-
tional aesthetic evaluation”, “machine evaluation”, and “computational evaluation”
as synonyms (Hoenig 2005, Greenfield 2005b).

Computational aesthetic evaluation includes two related but distinct application
modes. In one mode aesthetic evaluations are expected to simulate, predict, or cater
to human notions of beauty and taste. In the other mode machine evaluation is an
aspect of a meta-aesthetic exploration and usually involves aesthetic standards cre-
ated by software agents in artificial worlds. Such aesthetics typically feel alien and
disconnected from human experience, but can provide insight into all possible aes-
thetics including our own.
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10 Computational Aesthetic Evaluation: Past and Future 257

Finally, it’s worth noting that aesthetic evaluation and the evaluation of creativ-
ity are somewhat related but quite distinct. For example, accomplishments in non-
artistic fields such as science and mathematics can also be evaluated as to their
degree of creativity. And in the arts it’s possible to have an artwork of high aesthetic
value but without much creativity, or a highly creative artwork where the aesthetics
are poor or even irrelevant.

10.1.2 Why Is Computational Aesthetic Evaluation so Difficult
if not Impossible?

It should be noted at the outset that computational aesthetic evaluation is an ex-
tremely difficult problem. In the abstract, notions of computational aesthetic evalu-
ation and computational creativity lead to deep philosophical waters regarding phe-
nomenology and consciousness. Let’s assume a computational evaluation system is
created that appears to duplicate human aesthetic judgement. Would such a machine
actually experience a sense of redness, brightness or other qualia? How would we
know? Can machine evaluation be successful without such experience? If such a ma-
chine isn’t conscious does that mean human aesthetic judgement and computational
aesthetic evaluation are quite different? Or could it be that they aren’t so different
after all because the brain is itself a machine? All of these interesting questions are
outside of the scope of this chapter.

Some feel that effective practical computational evaluation will remain out of
reach in our lifetime and perhaps forever. The complications begin with the likely
fact that the human aesthetic response is formed by a combination of genetic predis-
position, cultural assimilation, and unique individual experience. Despite a growing
research literature, the psychology of aesthetics is a mostly incomplete science, and
our understanding of each component is limited.

Even if we had a full understanding of aesthetics” genetic, cultural, developmen-
tal, and psychological modalities, the creation of comparable computational func-
tionality would remain a daunting task. It would probably require the resolution of a
number of standing hard problems in artificial intelligence. A model of human aes-
thetics, or human intelligence in general, has to represent more than a hypothetical
brain-in-a-jar. Our aesthetic sense and psychological makeup are in part the result
of embodied experience situated in a specific environment. Machine evaluation will
have to account for perception not as a passive mental process, but rather as a dy-
namic interaction between our bodies and the world (Davis and Rebelo 2007, Mc-
Cormack 2008). Additionally, it will have to allow for emotions and the irrational
Dionysian element in the arts.

10.2 A Brief History of Computational Aesthetic Evaluation

Any suggested computational aesthetic evaluation mechanism is going to contain, at
least implicitly, a theory of aesthetics. Most theories from the history of aesthetics do
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258 P. Galanter

not immediately suggest algorithms, quantifiable properties, or objective formulas.
But some do and it is with those that our discussion begins.

10.2.1 Formulaic and Geometric Theories

The mathematician George David Birkhoff published a mostly speculative book in
1933 titled “Aesthetic Measure”. Birkhoff limits his theory to aspects of pure form
(the “formal”) and doesn’t address symbolic meaning (the “connotative”). He then
proposes the formula M = O/C where M is the measure of aesthetic effective-
ness, O is the degree of order, and C is the degree of complexity. Birkhoff (1933)
notes, “The well known aesthetic demand for ‘unity in variety’ is evidently closely
connected with this formula.”

Birkhoff warns that his measure can only be applied within a group of similar
objects and not across types such as a mix of oil and watercolour paintings. He
also finesses variation in experience and taste intending M to be a measure for an
“idealised ‘normal observer’ ™ as a sort of mean of the population.

While most of the book is presented from a mathematical point of view, it is
sometimes forgotten that Birkhoff begins with an explicit psychoneurological hy-
pothesis. He describes complexity (C) as the degree to which unconscious psycho-
logical and physiological effort must be made in perceiving the object. Order (OQ) is
the degree of unconscious tension released as the perception is realised. This release
mostly comes from the consonance of perceived features such as “repetition, sim-
ilarity, contrast, equality, symmetry, balance, and sequence.” While Birkhoff views
complexity and order as ultimately psychological phenomena, for analysis he op-
erationalises those concepts using mathematical representations. He then goes on
to analyse examples such as polygons, vases, and harmonic structures in music to
illustrate his theory.

Birkhoff’s theory has been disputed from its first publication. For example, in
1939 Wilson published experimental results showing that Birkhoff’s measure did
not correlate with actual subjects’ stated aesthetic preferences regarding polygons
(Wilson 1939). Alternate formulas have been offered that seem to correlate more
closely with the judgements of subjects (Boselie and Leeuwenberg 1985, Staudek
1999). And for some, Birkhoff’s formula seems to measure orderliness rather than
beauty, and penalises complexity in a rather unqualified way (Scha and Bod 1993).

But there are at least two aspects of Birkhoff’s work that remain in legitimate
play today. First is the intuition that aesthetic value has something to do with com-
plexity and order relationships. Second is the idea that modelling brain function
can illuminate discussions of aesthetics. Indeed, both of these reappear as themes
throughout this chapter.

The positing of mathematical bases for aesthetics long predate Birkhoff.
Pythagoras is traditionally credited with the discovery that dividing a vibrating
string following simple consecutive integer ratios such as 1:2, 2:3, and 3:4 yields
pleasing harmony relationships. The Golden Ratio ¢, an irrational constant approx-
imately equal to 1.618, and the related Fibonacci series have been said to generate
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10 Computational Aesthetic Evaluation: Past and Future 259

proportions of optimal aesthetic value. It is claimed they are embedded in great
works of art, architecture, and music.

Psychologist Gustav Fechner is credited with conducting the first empirical stud-
ies of human aesthetic response in the 1860s. His experiments seemed to show that
golden rectangles had the greatest appeal relative to other aspect ratios. But subse-
quent studies have cast strong doubt on those results. As noted in a special issue
of the journal Empirical Studies of the Arts, there were methodological flaws and
cultural bias in previous confirmatory studies (McCormack 2008, Holger 1997).

In addition, Livio has credibly debunked supposed Golden Ratio use in works in-
cluding the Great Pyramids, the Parthenon, the Mona Lisa, compositions by Mozart,
and Mondrian’s late paintings. However, he notes that use of the Golden Ratio as
an aesthetic guide has become something of a self-fulfilling myth. For example, Le
Corbusier’s Modulator, a design aid for proportions, was consciously based on the
Golden Ratio (Livio 2003).

On a bit firmer ground is a principle credited to linguist George Kingsley Zipf
commonly referred to as Zipf’s law. As first applied to natural language, one can
begin with a large body of text and tally every word counting each occurrence. Then
list each word from the most to the least frequent. The observed result is that for the
frequency P; of a given word with a given rank i:

P~ l (10.1)
J‘ﬂ
where the exponent a is near 1 (Zipf 1949).

Manaris et al. (2005; 2003) note that this power law relationship has not only
been verified in various bodies of musical composition, but also “colours in images,
city sizes, incomes, music, earthquake magnitudes, thickness of sediment deposi-
tions, extinctions of species, traffic jams, and visits of websites, among others.”
They go on to show how Zipf metrics can be used to classify specific works as
to composer, style, and an aesthetic sense of “pleasantness”. In addition Machado
et al. (2007) apply Zipf’s law in the creation of artificial art critics. Much earlier
work showed that both frequency and loudness in music and speech conform to a
1/f statistical power law. The authors suggest using 1/f distributions in generative
music (Voss and Clarke 1975).

Studies by Taylor have shown that late period “drip” paintings by Jackson Pol-
lock are fractal-like. He has also suggested that the fractal dimension of a given
Pollock painting is correlated with its aesthetic quality. Fractals are mathematical
objects that exhibit self-similarity at all scales. Examples of real world objects that
are fractal-like in form include clouds, mountains, trees, and rivers. In the case of
Pollock’s paintings the fractal dimension is a measure of the degree to which the
canvas is filled with finely detailed complex structures. A paint mark with a fractal
dimension of 1 will no more fill the canvas with detailed structures than a typical
straight line. A paint mark with a fractal dimension of 2 will entirely fill the canvas
with fine detail. These correspond well with our everyday topological sense of one
and two dimensional spaces (Peitgen et al. 1992).

Pollock’s paint marks exhibit detail between these two extremes, and have a non-
integer dimension somewhere between 1 and 2. When measured empirically the
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260 P. Galanter

fractal dimension of his paintings increases over time from 1.12 in 1945 to 1.72
in 1952. Presumably Pollock’s innovative “dripping” technique improved over time
and in this very limited realm the fractal dimension can be used for aesthetic evalua-
tion (Taylor 2006). Use of a related measure applied to non-fractal two-dimensional
patterns correlates well with beauty and complexity as reported by human subjects
(Mori et al. 1996).

Work has been done in the fields of medical reconstructive and cosmetic surgery
to quantify facial and bodily beauty as an objective basis for evaluating the results of
medical procedures. Hénn and Goz (2007) in the field of orofacial orthopaedics cite
studies indicating that infants preferentially select for facial attractiveness, and that
such judgements by adults are consistent across cultures. Atiyeh and Hayek (2008)
provide a survey for general plastic surgery, indicating a likely genetic basis for the
perception of both facial and bodily attractiveness. Touching on rules of proportion
used by artists through the centuries they seem ambivalent or even supportive of
the Golden Ratio standard. However, in conclusion they write, “The golden section
phenomenon may be unreliable and probably is artifactual”.

To date when it comes to quantifying human facial and bodily beauty there is no
medical consensus or standardised measure. More broadly, many now feel that any
simple formulaic approach to aesthetic evaluation will be inadequate. Beauty seems
to be too multidimensional and too complex to pin down that easily.

10.2.2 Design Principles

Another source of aesthetic insight is the set of basic principles taught in typical
design foundations courses. A standard text in American classrooms includes con-
siderations such as: value and distribution; contrast; colour theory and harmony;
colour interaction; weight and balance; distribution and proportion; and symmetri-
cal balance. Also included are Gestalt-derived concepts like grouping, containment,
repetition, proximity, continuity, and closure (Stewart 2008).

However, to date there is very little in the way of software that can extract these
features and then apply rule-of-thumb evaluations. Among the few is a system that
makes aesthetic judgements about arbitrary photographs. Datta et al. (2006; 2007)
began with a set of photos from a photography oriented social networking site. Each
photo was rated by the membership. Image processing extracted 56 simple measures
related to exposure, colour distribution and saturation, adherence to the “rule of
thirds,” size and aspect ratio, depth of field, and so on. The ratings and extracted
features were then processed using both regression analysis and classifier software.
This resulted in a computational model using 15 key features. A software system
was then able to classify photo quality in a way that correlated well with the human
ratings.

Some work has been done using colour theory as a basis for machine evaluation.
Tsai et al. (2007) created a colour design system using genetic searching and noted,
“... auto-searching schemes for optimal colour combinations must be supervised
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10 Computational Aesthetic Evaluation: Past and Future 261

by appropriate colour harmony theories since if such supervision is not applied,
the search results are liable to be dull and uncoordinated...” Others have applied
a variation of Birkhoff’s aesthetic measure for colour harmony attempting to better
define order in colour schemes (Li and Zhang 2004).

But overall there has been little progress in automating design principles for aes-
thetic evaluation. Feature extraction figures heavily in this problem, so perhaps fu-
ture computer vision researchers will take on this problem.

10.2.3 Artificial Neural Networks and Connectionist Models

Artificial neural networks are software systems with designs inspired by the way
neurones in the brain are thought to work. In the brain neurone structures called
axons act as outputs and dendrites act as inputs. An axon to dendrite junction is
called a synapse. In the brain, electrical impulses travel from neurone to neurone
where the synaptic connections are strong. Synapse connections are strengthened
when activation patterns reoccur over time. Learning occurs when experience leads
to the coherent formation of synapse connections.

In artificial neural networks virtual neurones are called nodes. Nodes have multi-
ple inputs and outputs that connect to other nearby nodes similar to the way synapses
connect axons and dendrites in the brain. Like synapses these connections are of
variable strength, and this is often represented by a floating point number. Nodes
are typically organised in layers, with an input layer, one or more hidden layers, and
finally an output layer. Connection strengths are not manually assigned, but rather
“learned” by the artificial neural network as the result of its exposure to input data.

For example, a scanner that can identify printed numbers might be created by
first feeding pixel images to the input layer of an artificial neural network. The data
then flows through the hidden layer connections according to the strength of each
connection. Finally, one of ten output nodes is activated corresponding to one of
the digits from “0” to ““9”. Before being put into production the scanner would be
trained using known images of digits.

Some of the earliest applications of neural network technology in the arts con-
sisted of freestanding systems used to compose music (Todd 1989). Later in this
chapter artificial neural networks will be described as providing a component in
evolutionary visual art systems (Baluja et al. 1994).

A significant challenge in using artificial neural networks is the selection, condi-
tioning, and normalisation of data presented to the first layer of nodes. It was noted
in Sect. 10.2.1 that ranked music information following Zipf’s law can be used to
identify composers and evaluate aesthetics. Manaris et al. (2005; 2003) reported an
impressive success rate of 98.41 % in attempting to compute aesthetic ratings within
one standard deviation of the mean from human judges.

A similar effort was made to evaluate a mix of famous paintings and images
from a system of evolved expressions. The machine evaluation used Zipfian rank-
frequency measures as well as compression measures as proxies for image complex-
ity. The authors reported a success rate of 89 % when discriminating between human
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262 P. Galanter

and system-produced images. Using famous paintings in the training set provided
stability and human-like standards of evaluation. Using system produced images al-
lowed the evolution of more discerning classifiers (Machado et al. 2008). In a related
paper the authors demonstrate artificial neural networks that can discriminate works
between: Chopin and Debussy; Scarlatti and Purcell; Purcell, Chopin, and Debussy;
and other more complicated combinations. In another demonstration, a neural net-
work was able to discriminate works between Gauguin, Van Gogh, Monet, Picasso,
Kandinsky, and Goya (Machado et al. 2004, Romero et al. 2003).

Without explicit programming, artificial neural networks can learn and apply do-
main knowledge that may be fuzzy, ill defined, or simply not understood. Phon-
Amnuaisuk (2007) has used a type of artificial neural network called self-organising
maps to extract musical structure from existing human music, and then shape music
created by an evolutionary system by acting as a critic. Self-organising map-based
music systems sometimes produce reasonable sequences of notes within a measure
or two, but lack the kind of global structure we expect music to have. In an attempt to
address this problem self-organising maps have been organised in hierarchies so that
higher-level maps can learn higher levels of abstraction (Law and Phon-Amnuaisuk
2008). In another experiment, artificial neural networks were able to learn viewer
preferences among Mondrian-like images and accurately predict preferences when
viewing new images (Gedeon 2008).

10.2.4 Evolutionary Systems

The evolutionary approach to exploring solution spaces for optimal results has had
great success in a diverse set of industries and disciplines (Fogel 1999). Across a
broad range of approaches some kind of evaluation is typically needed to steer evo-
lution towards a goal. Much of our discussion about computational aesthetic evalu-
ation will be in the context of evolutionary systems. But first consider the following
simplified industrial application.

Assume the problem at hand is the design of an electronic circuit. First, chromo-
some-inspired data structures are created and initially filled with random values.
Each chromosome is a collection of simulated genes. Here each gene describes an
electronic component or a connection, and each chromosome represents a circuit
that is a potential solution to the design problem. The genetic information is re-
ferred to as the genotype, and the objects and behaviours they ultimately produce
are collectively called the phenotype. The process of genotype-creating-phenotype
is called gene expression. A chromosome can reproduce with one or more of its
genes randomly mutated. This creates a variation of the parent circuit. Or two chro-
mosomes can recombine creating a new circuit that includes aspects of both parents.

In practice, a subset of chromosomes is selected for variation and reproduction,
and the system evaluates the children as possible solutions. In the case of circuit
design a chromosome will be expressed as a virtual circuit and then tested with a
software-based simulator. Each circuit design chromosome is assigned a score based
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10 Computational Aesthetic Evaluation: Past and Future 263

on not only how well its input and output match the target specification, but perhaps
other factors such as the cost and number of parts, energy efficiency, and ease of
construction.

The formula that weights and combines these factors into a single score is called
afitness function. Chromosomes with higher fitness scores are allowed to further re-
produce. Chromosomes with lower fitness scores are not selected for reproduction
and are removed from evolutionary competition. Using a computer this cycle of se-
lection, reproduction, variation, and fitness evaluation can be repeated hundreds of
times with large populations of potential circuits. Most initial circuits will be quite
dysfunctional, but fortuitous random variations will be retained in the population,
and eventually a highly optimised “fit” circuit will evolve. For an excellent introduc-
tion to evolutionary systems in computer art see Bentley and Corne (2002). In that
same volume, Koza et al. (2002) illustrate the application of genetic programming
in real world evolutionary circuit design.

Evolutionary systems have been used to create art for more than 20 years (Todd
and Latham 1992). But an evolutionary approach to art is particularly challenging
because it is not at all clear how aesthetic judgement can be automated for use as a
fitness function. Nevertheless, evolution remains a popular generative art technique
despite this fundamental problem (for an overview of current issues in evolutionary
art see McCormack 2005 and Galanter 2010).

From the outset there have been two popular responses to the fitness function
problem. The first has been to put the artist in the loop and assign fitness scores
manually. The second has been to use computational aesthetic evaluation and gen-
erate fitness scores computationally. More recently there have been efforts to create
systems with fitness functions that are emergent rather than externally determined.

10.2.5 Interactive Evolutionary Computation

From the earliest efforts interactive (i.e. manual) assignment of fitness scores has
dominated evolutionary art practice (Todd and Latham 1992, Sims 1991). There
was also early recognition that the human operator creates a “fitness bottleneck”
(Todd and Werner 1998). This labour-intensive bottleneck forces the use of fewer
generations and smaller populations than in other applications (for a comprehen-
sive overview of interactive evolutionary computing across a number of industries,
including media production, see Takagi 2001).

There are additional problems associated with the interactive approach. For ex-
ample, human judges become fatigued, less consistent, and prone to skew towards
short term novelty at the expense of aesthetic quality (Takagi 2001, Yuan 2008). One
suggested remedy for such fatigue problems has been to crowd-source evaluation.
This involves recruiting large numbers of people for short periods of time to render
judgements. In Sim’s Galapagos, choices viewers make as to which of a number of
monitors to watch are used as implicit fitness measures (Sims 1997). The Electric
Sheep project provides evolutionary fractal flame art as a screen saver on thousands
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264 P. Galanter

of systems around the world. Users are invited to provide online feedback regarding
their preferences (Draves 2005).

But the crowd-sourcing solution is not without its own potential problems. Artists
Komar and Melamid executed a project called The People’s Choice that began by
polling the public about their preferences in paintings. Based on the results regard-
ing subject matter, colour, and so on they created a painting titled America’s Most
Wanted. The result is a bland landscape that would be entirely unmemorable if it
were not for the underlying method and perhaps the figure of George Washington
and a hippopotamus appearing as dada-like out-of-context features. As should be
expected the mean of public opinion doesn’t seem to generate the unique vision
most expect of contemporary artists. Komar and Melamid’s critique in this project
was directed at the politics of public relations and institutions that wield statistics
as a weapon. But the aesthetic results advise caution to those who would harness
crowd-sourced aesthetic evaluation in their art practice (Komar et al. 1997, Ross
1995). It’s also worth noting that Melamid observed that some aesthetic preferences
are culturally based but others seemed to be universal. The evolutionary implica-
tions of this will be discussed later in the section on Denis Dutton and his notion of
the “art instinct™, Sect. 10.3.1.

Another approach has been to manually score a subset, and then leverage that
information across the entire population. Typically this involves clustering the pop-
ulation into similarity groups, and then only manually scoring a few representatives
from each (Yuan 2008, Machado et al. 2005). Machwe (2007) has suggested that
artificial neural networks can generalise with significantly fewer scored works than
the interactive approach requires.

10.2.6 Automated Fitness Functions Based on Performance Goals

The Mechanical Turk was a purported mechanical chess-playing machine created
in the late 18th century by Wolfgang von Kempelen. But it was really more a feat
of stage magic than computation. Exhibitors would make a great show of opening
various doors revealing clockwork-like mechanisms. Despite appearances, a human
operator was hidden inside the cabinet, so the chess game was won or lost based on
the decisions the operator made (Aldiss 2002, Standage 2002).

To some extent using interactive evolutionary computing for art is a similar trick.
These systems can generate and display a variety of options at every step, but ul-
timately the aesthetic challenge is won or lost based on the decisions made by the
artist-operator.

Fully automated evolutionary art systems call for, rather than offer, a solution
to the challenge of computational aesthetic evaluation. Machine evaluation can be
relatively simple when the aesthetic is Louis H. Sullivan’s principle that “form fol-
lows function™ (Sullivan 1896). Computational evaluation here is tractable to the
extent the needed functionality can be objectively evaluated via computation. For
example, Gregory Hornby and Jordan Pollack created an evolutionary system for

. Computers and Creativity.

: Springer, . p 279

http://site.ebrary.com/id/10593636?ppg=279

Copyright © Springer. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



10 Computational Aesthetic Evaluation: Past and Future 265

designing furniture (tables). Their fitness function sought to maximise height, sur-
face structure, and stability while minimising the amount of materials required. This
approach is similar to the optimisation-oriented evolutionary systems found in in-
dustry (Hornby and Pollack 2001).

Similarly, specific performance goals can provide a fitness function in a straight-
forward way in art applications. Sims’ Evelved Virtual Creatures is an early exam-
ple. His evolutionary system bred virtual organisms with simple “neuron” circuitry
and actuators situated in a world of simulated physics. The initial creatures, seeded
with random genes, would typically just twitch in an uncoordinated way. But then
selection pressure was applied to the evolving population using a simple fitness
function that might reward jumping height, walking speed, or swimming mobility.
As a result, the evolved creatures exhibited very competent locomotion behaviour.
Some seemed to rediscover movement found in the natural world, while others ex-
hibited strange and completely novel solutions (Sims 1994).

Performance goals can also be useful in the development of characters for com-
puter games through evolution. For example, the amount of time a character survives
can be used as a fitness function yielding incrementally stronger play (Wu and Chien
2005).

Diffusion limited aggregation (DLA) systems can be used to create growing frost-
or fern-like patterns, and have been studied using evolutionary performance goals.
They grow as particles in random Brownian motion adhere to an initial seed parti-
cle. To study optimal seed placement, Greenfield (2008a) applied an evolutionary
system where the size of the resulting pattern served as an effective fitness mea-
sure. In another project he used an evolutionary system to explore the effect of
transcription factors on morphology. Each transcription factor was assigned a dif-
ferent colour. The performance and aesthetics of the result were improved by using a
fitness function that rewarded transcription factor diversity (Greenfield 2004). Simi-
larly, an evolutionary sculpture system using cubic blocks as modules has produced
useful emergent forms simply by rewarding height or length (Tufte and Gangvik
2008).

In their project “Breed™ Driessens and Verstappen created a subtractive sculpture
system. Each sculpture is started as a single cube treated as a cell. This cell is sub-
divided into eight smaller sub-cells, one for each corner. Rules driven by the state
of neighbouring cells determine whether a sub-cell is kept or carved away. Then
each of the remaining cells has the subdivision rules applied to them. And so on.
The final form is then evaluated for conformance to goals for properties such as vol-
ume, surface area and connectivity. In “Breed” the rule-set is the genotype, the final
sculpture is the phenotype, and evaluation relative to performance goals is used as
a fitness function. Unlike most other evolutionary systems there is a population size
of just one. A single mutation is produced and given an opportunity to unseat the
previous result. At some point the gene, i.e. rule set, ceases to improve by mutation
and the corresponding sculpture is kept as the result.

Whitelaw (2003) points out that unlike industrial applications where getting
stuck on a local maximum is seen as an impediment to global optimisation, this
project uses local maxima to generate a family of forms (differing solutions) related
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by their shared fitness function. Also Whitelaw points out that unlike some genera-
tive systems that reflect human selection and intent, Driessens and Verstappen have
no particular result in mind other than allowing the system to play itself out to a
final self-directed result. In this case performance goals play quite a different role
than those used in optimisation-oriented industrial systems.

10.2.7 Evolutionary Fitness Measured as Error Relative
to Exemplars

Representationalism in visual art began diminishing in status with the advent of pho-
tographic technologies. Other than use as an ironic or conceptual gesture, mimesis is
no longer a highly valued pursuit in contemporary visual art. Similarly a difference
or error measure comparing a phenotype to a real-world example is not typically
useful as an aesthetic fitness function. In the best case such a system would merely
produce copies. What have proven interesting, however, are the less mimetic in-
termediate generations where error measures can be reinterpreted as the degree of
abstraction in the image.

For example, Aguilar and Lipson (2008) constructed a physical painting machine
driven by an evolutionary system. A scanned photograph serves as the target and
each chromosome in the population is a set of paint stroke instructions. A model of
pigment reflectance is used to create digital simulations of the prospective painting
in software. A software comparison of pixel values from the simulated painting
and the original image generates a fitness score. When a sufficient fitness score is
achieved the chromosome is used to drive a physical painting machine that renders
the brush strokes on canvas with acrylic paint.

Error measurement makes particularly good sense when programming music
synthesisers to mimic other sound sources. Comparisons with recordings of tra-
ditional acoustic instruments can be used as a fitness function. And before the evo-
lutionary system converges on an optimal mimesis interesting timbres may be dis-
covered along the way (McDermott et al. 2005, Mitchell and Pipe 2005).

Musique concrete is music constructed by manipulating sound samples. For evo-
lutionary musique concrete short audio files can be subjected to operations similar
to mutation and crossover. They are then combined and scored relative to a sec-
ond target recording. Again mimesis is not the intent. What the audience hears is
the evolving sound as it approaches but does not reach the target recording (Mag-
nus 20006, Fornari 2007). Gartland-Jones (2002) has used a similar target tracking
approach with the addition of music theory constraints for evolutionary music com-
position.

In a different music application Hazan et al. (2006) have used evolutionary meth-
ods to develop regression trees for expressive musical performance. Focusing on
note duration only, and using recordings of jazz standards as a training set, the re-
sulting regression trees can be used to transform arbitrary flat performances into
expressive ones.
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There are numerous other examples of error measures used as fitness functions.
For example, animated tile mosaics have been created that approach a reference
portrait over time (Ciesielski 2007). The fitness of shape recognition modules have
been based on their ability to reproduce shapes in hand drawn samples (Jaskowski
2007). An automated music improviser has been demonstrated that proceeds by er-
ror minimisation of both frequency and timbre information (Yee-King 2007). Alsing
(2008) helped to popularise the error minimisation approach to mimetic rendering
with a project that evolved a version of the “Mona Lisa” using overlapping semi-
transparent polygons.

10.2.8 Automated Fitness Functions Based on Complexity
Measures

Fitness scores based on aesthetic quality rather than simple performance or mimetic
goals are much harder to come by. Machado and Cardoso’s NEvAr system uses com-
putational aesthetic evaluation methods that attempt to meet this challenge. They
generate images using an approach first introduced by (Sims 1991) called evolv-
ing expressions. It uses three mathematical expressions to calculate pixel values for
the red, blue, and green image channels. The set of math expressions operates as a
genotype that can reproduce with mutation and crossover operations.

Machado and Cardoso take a position related to Birkhoff’s aesthetic measure.
The degree to which an image resists JPEG compression is considered an “image
complexity” measure. The degree it resists fractal compression is considered to be
proportional to the “processing complexity™ that will tax an observer’s perceptual
resources. Image complexity is then essentially divided by processing complexity
to calculate a single fitness value.

Machado and Cardoso reported surprisingly good imaging results using evolving
expressions with their complexity-based fitness function. But the authors were also
careful to note that their fitness function only considers one formulaic aspect of
aesthetic value. They posit that cultural factors ignored by NEvAr are critical to
aesthetics. In later versions of NEvAr a user guided interactive mode was added
(Machado and Cardoso 2002; 2003, Machado et al. 20035, see also Chap. 11 in this
volume for their extended work in this vein).

10.2.9 Automated Fitness Functions in Evolutionary Music
Systems

For evolutionary music composition some have calculated fitness scores using only
evaluative rules regarding intervals, tonal centres, and compliance to key and meter.
Others, like GenOrchestra, are hybrid systems that also include some form of lis-
tener evaluation. The GenOrchestra authors note that unfortunately without human
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evaluation “the produced tunes do not yet correspond to a really human-like musical
composition” (Khalifa and Foster 2006, De Felice and Fabio Abbattista 2002).

Others have used music theory-based fitness functions for evolutionary bass har-
monisation (De Prisco and Zaccagnino 2009), or to evolve generative grammar ex-
pressions for music composition (Reddin et al. 2009). For mimetic evolutionary
music synthesiser programming McDermott et al. (2005) used a combination of
perceptual measures, spectral analysis, and sample-level comparison as a fitness
function to match a known timbre.

Weinberg et al. (2009) have created a genetically based robotic percussionist
named Haile that can “listen” and trade parts in the call and response tradition.
Rather than starting with a randomised population of musical gestures Haile begins
with a pool of pre-composed phrases. This allows Haile to immediately produce
musically useful responses. As Haile runs, however, the evolutionary system will
create variations in real time. The fitness function used for selection uses an algo-
rithm called dynamic time warping.

Dynamic time warping here provides a way to measure the similarity between
two sequences that may differ in length or tempo. In response to a short rhythmic
phrase played by a human performer, Haile applies the dynamic time warping-based
fitness function to its population of responses and then plays back the closest match.
The goal is not to duplicate what the human player has performed, but simply to craft
a response that is aesthetically related and thus will contribute to a well-integrated
performance.

10.2.10 Multi-objective Aesthetic Fitness Functions
in Evolutionary Systems

Aesthetic judgements are typically multidimensional. For example, evaluating a tra-
ditional painting involves formal issues regarding colour, line, volume, balance, and
so on. A fitness function that has to include multiple objectives like these will typ-
ically have a sub-score for each. Each sub-score will be multiplied by its own co-
efficient that serves as a weight indicating its relative importance. The weighted
sub-scores are then summed for a final total score.

However, the weights are typically set in an ad hoc manner, and resulting evalua-
tions may not push the best work to the front. And there is no reason to assume that
the weights should maintain a static linear relationship regardless of the sub-score
values. For example, various aspects of composition may influence the relative im-
portance of colour.

Pareto ranking can address some of these concerns as an alternative to simple
weights. In Pareto ranking one set of scores is said to dominate another if it is
at least as good in all component sub-scores, and better in at least one. A rank [
set of scores is one that isn’t dominated. When there are multiple objectives there
will typically be multiple rank 1 sets of scores. The dimension of the problem they
dominate is what differentiates rank 1 genotypes, and all can be considered viable.

. Computers and Creativity.

: Springer, . p 283

http://site.ebrary.com/id/10593636?ppg=283

Copyright © Springer. . All rights reserved.

May not be reproduced in any form without permission from the publisher,
except fair uses permitted under U.S. or applicable copyright law.



10 Computational Aesthetic Evaluation: Past and Future 269

Genotypes of less than rank 1 can be considered redundant. Note, however, that
some redundancy in the gene pool is usually considered a good thing. In situations
where a single genotype must be selected, a rank 1 genotype is sometimes selected
based on its uniqueness relative to the current population (Neufeld et al. 2008, Ross
and Zhu 2004, Greenfeld 2003).

Both weighting and Pareto ranking are approaches to the more general problem
of multi-objective optimisation. For multidimensional aesthetics a computational
evaluation system will have to deal with multi-objective optimisation either explic-
itly as above, or implicitly as is done in the extensions to evolutionary computation
noted below.

10.2.11 Biologically Inspired Extensions to Simple Evolutionary
Computation

Evolutionary art faces significant challenges beyond machine evaluation-based fit-
ness functions. For example, the expression of genes in nature doesn’t happen in a
single step. There is a cascading sequence of emergence across a number of scales
from DNA, to proteins, organelles, cells, tissues, and finally organs resulting in an
individual. Life’s capacity for complexification is unmatched in the known universe.
By comparison evolutionary computing systems are simple in that they typically
only support a single level of emergence, i.e. the genotype directly generates the
phenotype (Casti 1994, Galanter 2010).

And so current evolutionary computing technologies have a very limited capacity
for the creation of complexity. This isn’t a problem in most industrial applications
because their solution spaces are well explored by the search and optimisation strate-
gies evolutionary computing offers. But art is one of the most complex activities of
the arguably most complex unitary system known, the human mind.

A number of nature-inspired extensions for evolutionary art have been explored
in part to meet this need for increased complexity. Each suggests new perspectives
regarding computational aesthetic evaluation. For example, with the addition of co-
evolution two or more species may compete for survival. This can create an evolu-
tionary “‘arms race” making fitness a moving target for all. But it is also possible that
species will coevolve to fill mutually beneficial symbiotic roles, and possibly exhibit
convergent aesthetics. In such systems the ecology is a dynamic system offering in-
creased complexity. Some species will specialise and dominate an ecological niche
while others remain flexible generalists. And some species may in fact alter the ecol-
ogy creating a niche for itself. Meanwhile, within a species individuals may interact
via social transactions further modulating what constitutes fitness. These extensions
are explored in the following sections.
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10.2.11.1 Coevolution

Coevolution in evolutionary art and design has been investigated since at least 1995.
Poon and Maher (1997) note that in design a fixed solution space is undesirable
because the problem itself is often reformed based on interim discoveries. They
suggest that both the problem space and solution space evolve with each provid-
ing feedback to the other. Each genotype in the population can combine a problem
model and a solution in a single chromosome. Or there can be two populations, one
for problems and one for solutions. Then current best solutions are used to select
problem formulations, and current best problem formulations are used to select so-
lutions. Both methods allow a form of multi-objective optimisation where the prob-
lem emphasis can shift and suggest multiple solutions, and well-matched problem
formulations and solutions will evolve.

One challenge with coevolutionary systems is deciding when to stop the iterative
process and accept a solution. The authors note termination can be based on satisfac-
tory resolution of the initial problem, but that such an approach loses the benefit of
the coevolved problem space. Other termination conditions can include the amount
of execution time allowed, equilibrium where both the solution and problem spaces
no longer exhibit significant change, or where a set of solutions cycle. The last case
can indicate the formation of a Pareto-optimal surface of viable solutions (Poon and
Maher 1997).

Todd and Werner were early adopters of a coevolutionary approach to music
composition. Prior to their work there had been attempts to create fitness functions
based on rule-based or learning-based critics. But such critics typically encouraged
compositions that were too random, too static, or otherwise quite inferior to most
human composition. It’s worth remembering that genes in evolutionary systems seek
high fitness scores and only secondarily produce desirable compositions. Sometimes
trivial or degenerate compositions will exploit brittle models or faulty simulations,
thereby “cheating” to gain a high score without providing a useful result.

Based on the evolution of bird songs through sexual selection, the system devised
by Todd and Werner consists of virtual male composers that produce songs and
virtual female critics that judge the songs for the purpose of mate selection. Each
female maintains an expectation table of probabilities for every possible note-to-
note transition. This table is used to judge males’ songs in three ways. The first
two methods reward males the more they match the female’s expectations. In the
third method males are rewarded for surprising females. And for each of these three
methods transition tables can be static, or they can coevolve and slowly vary with
each new generation of females.

The first two matching methods quickly suffered from a lack of both short term
and long term variety. However, rewarding surprise lead to greater variety. One
might expect that rewarding surprise would encourage random songs. But this didn’t
happen because random songs accidentally contain more non-surprise elements than
songs specifically structured to set up expectations and then defy them.

Initially the females were created with transition tables derived from folk songs.
At first this resulted in human-like songs. But the authors note:
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One of the biggest problems with our coevolutionary approach is that, by removing the
human influence from the critics (aside from those in the initial generation of folk-song
derived transition tables), the system can rapidly evolve its own unconstrained aesthetics.
After a few generations of coevolving songs and preferences, the female critics may be
pleased only by musical sequences that the human user would find worthless.

Todd and Werner suggest that adding some basic musical rules might encourage
diversity while also encouraging songs that are human-like. Additionally a learning
and cultural aspect could be added by allowing individual females to change their
transition tables based on the songs they hear (Todd and Werner 1998).

Greenfield (2008b) has presented an overview of coevolutionary methods used
in evolutionary art including some unpublished systems made by Steven Rooke.
Rooke first evolved critics by training them to match his manually given scores
for a training set of images. The critics then coevolve with new images. Individual
critics are scored by comparing their evaluations to those of previous critics. Critics
are maintained over time in a sliding window of 20 previous generations. Rooke
found that while the coevolved critics duplicated his taste, the overall system didn’t
innovate by exploring new forms.

Greenfield then describes his own system where images and 10 x 10 convolu-
tion filters are coevolved. Parasite filters survive by generating result images similar
to original. Images survive by making the parasite filter results visible. A number
of subtleties require attention such as setting thresholds that define similarity, the
elimination of do-nothing filters, adjusting the evolutionary rates of parasites versus
images, and the balancing of unary and binary operators to control high frequency
banding. He cites Ficici and Pollack (1998) and confirms observing evolutionary cy-
cling, where genotypes are rediscovered again and again, and mediocre stable states
where the coevolving populations exhibit constant change with little improvement.
Greenfield notes:

In all of the examples we have seen: (1) it required an extraordinary effort to design a popu-
lation to coevolve in conjunction with the population of visual art works being produced by
an underlying image generation system, and (2) it was difficult to find an evaluation scheme
that made artistic sense. Much of the problem with the latter arises as a consequence of
the fact that there is very little data available to suggest algorithms for evaluating aesthetic
fitness...It would be desirable to have better cognitive science arguments for justifying
measurements of aesthetic content.

In later sections we will survey some of the work in psychology and the nascent
field of neuroaesthetics that may contribute to computational aesthetic evaluation as
Greenfield suggests.

10.2.11.2 Niche Construction by Agents

As discussed in McCormack and Bown (2009) an environment can be thought of
as having both properties and resources. Properties are environmental conditions
such as temperature or pH, and resources are available consumables required by
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organisms such as water and specific kinds of food. Each organism will have spe-
cific needs as to the properties and resources it requires of its environment. A given
organism’s preferred properties and resources define its ecological niche.

In typical “artificial life” systems evolutionary computing is implemented within
the context of a simulated ecosystem. In those systems adaptation to ecological
niches can increase diversity and enhance multi-objective optimisation. But beyond
simple adaptation genotypes within a species can actively construct niches to their
own advantage. McCormack and Bown have demonstrated both a drawing system
and a music system that exploit niche construction.

In the first system drawing agents move leaving marks, are stopped when they in-
tersect already existing marks, and sense the local density of already existing marks.
Each agent also has a genetic preference for a given density. Initially agents that pre-
fer low density will succeed in dividing large open sections of the canvas. Over time
some agents will create higher densities of marks, which in turn act as constructed
niches for progeny with a predisposition for high density. As a result some, but
not all, sections of the canvas become increasingly dense and provide niches for
high-density genotypes. The visual result exhibits a wide range of densities. Sim-
ilar agent-based systems without niche construction tend to create drawings with
homogeneous density. This system is further discussed in Chap. 2.

In the second system a single row of cells is connected head-to-tail as a toroid.
Each cell generates a sine wave creating a single frequency tone. A line runs through
all of the cells, and at each cell the line height is mapped into the loudness of its sine
wave. Agents inhabit the cells, and each has a genetic preference for line height
and slope. Each agent applies these preferences as pressure to the line in its cell as
well as the cell to its left. Depending on the local state of their niche, i.e. the line
height and slope in their cell, agents will stay alive and reproduce or die and not pass
on their genotype. This sets up a dynamic system with localities that benefit certain
genotypes. Those genotypes then modify the ecosystem, i.e. the line, to the benefit of
their progeny. The resulting sound exhibits a surprising diversity of dynamics even
though it is initialised at zero. As with many evolutionary and generative systems,
this is due to the random variation in the initial population of agents.

10.2.11.3 Agent Swarm Behaviour

In most of the evolutionary systems discussed so far there is no interaction between
phenotypes. Each is independently evaluated via user selection or fitness function.
Other than this comparison a given phenotype has no impact on another. When
phenotypes begin to interact in other ways. typically in the context of a simulated
ecosystem, they can be thought of as simulated organisms or agents that exhibit
behaviours. With niche creation agents modify their ecology establishing a mediated
form of agent interaction. But agents can also interact directly creating an emergent
group behaviour or swarm behaviour.

The canonical natural example of such an agent is the ant. An ant colony uses
swarm intelligence to optimise the gathering and retrieval of food. As an ant finds
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food and brings it back to the nest it selectively leaves a chemical pheromone trail.
Other ants happening upon the chemical trail will follow it, in effect joining a food
retrieval swarm. Each ant adds more pheromone as they retrieve food. Because the
pheromone spreads as it dissipates ants will discover short cuts if the initial path
has excessive winding. In turn those short cuts will become reinforced with addi-
tional pheromone. Once the food is gone the ants stop laying down pheromone as
they leave the now depleted site, and soon the pheromone trail will disappear. This
behaviour can be simulated in software agents (Resnick 1994).

Artists have simulated this behaviour in software using agents that lay down
permanent virtual pigment as well as temporary virtual pheromone trails. Variation
and some degree of aesthetic control can be gained by breeding the ant-agents using
an interactive evolutionary system (Monmarché et al. 2003).

Greenfield (2005a) automates the fitness function based on a performance metric
regarding the number of cells visited randomly or due to pheromone following be-
haviour. Measuring fitness based only on the number of unique cells visited results
in “*monochromatic degeneracies™. Rewarding only pheromone following creates a
slightly more attractive blotchy style. Various weightings of both behaviours pro-
duce the best aesthetic results exhibiting organic and layered forms.

Urbano (2006) has produced striking colourful patterns using virtual micro-
painters he calls “Gaugants”. In the course of one-to-one transactions his agents
exert force, form consensus, or exhibit dissidence regarding paint colour. The dy-
namics are somewhat reminiscent of scenarios studied in game theory. Elzenga’s
agents are called “Arties”. They exhibit mutual attraction/repulsion behaviour based
on multiple sensing channels and genetic predisposition. The exhibited emergence
is difficult to anticipate, but the artist can influence the outcome by making manual
selections from within the gene pool (Elzenga and Pontecorvo 1999).

10.2.11.4 Curious Agents

Saunders and Gero (2004), and Saunders (2002) have extended swarming agents to
create what they have called curious agents. They first note that agents in swarm
simulations such as the above are mostly reactive. Flocking was originally devel-
oped by Reynolds (1987) and then extended by Helbing and Molnar (1995; 1997) to
add social forces such as goals, drives to maximise efficiency and minimise discom-
fort, and so on. Social forces have been shown, for example, to create advantages in
foot traffic simulation.

Sanders and Gero expand the dynamics of aesthetic evaluation behaviour by
adding curiosity as a new social force. Their implementation uses a pipeline of six
primary modules for sensing, learning, detecting novelty, calculating interest, plan-
ning, and acting. Sensing provides a way to sample the world for stimulus patterns.
Learning involves classifying a pattern and updating prototypes kept in long term
memory. Novelty is assessed as the degree to which error or divergence from pre-
vious prototypes is detected. Based on novelty a measure of interest is calculated.
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Changes in interest result in goals being updated, and the current ever-changing
goals determine movement.

Unsupervised artificial neural networks are used for classification, and classifi-
cation error for new inputs is interpreted as novelty. But greater novelty doesn’t
necessarily result in greater interest. The psychologist Daniel Berlyne proposed that
piquing interest requires a balance of similarity to previous experience and novelty.
So, as suggested by Berlyne (1960; 1971), a Wundt curve is used to provide the
metric for this balance and produces an appropriate interest measure. More about
Berlyne’s work follows in Sect. 10.3.2.

Based on this model Sanders created an experimental simulation where agents
enter a gallery, can sense other agents, and can also view the colours of monochrome
paintings hanging on nearby walls. There are also unseen monochrome paintings
with new colours in other rooms. Along with other social behaviours agents learn the
colours presented in one room, and then are potentially curious about new colours in
other rooms. Depending on the sequence of colour exposure and the related Wundt-
curve mapping, agents may or may not develop an interest and move to other areas.

10.2.11.5 Human Aesthetics, Meta-aesthetics, and Alternatives to Fitness
Functions

Commenting on systems like those above using coevolution, niche creation, swarms,
and curiosity Dorin (2005) notes:
... the “ecosystemic™ approach permits simultaneous, multidirectional and automatic ex-
ploration of a space of virtual agent traits without any need for a pre-specified fitness func-

tion. Instead, the fitness function is implicit in the design of the agents, their virtual envi-
ronment, and its physics and chemistry.

This avoids the problem of creating a computational aesthetic evaluation system
by hand, and allows for the creation of evolutionary systems that generate surprising
diversity and increased dynamics. Thus, if the goal is the creation of robust systems
for meta-aesthetic exploration these evolutionary system extensions seem to be quite
beneficial.

However, if the goal is to evolve results that appeal to our human sense of aes-
thetics there is no reason to think that will happen. Recall the earlier differentiation
between human aesthetic evaluation and meta-aesthetic explorations. Creating evo-
lutionary diversity and dynamics via artificial aesthetics foreign to our human sen-
sibility is one thing. Appealing to human aesthetics is quite another. As observed by
Todd and others, to date extensions and emergent aesthetics like those above do not
provide machine evaluation that mirrors human aesthetic perception.

10.2.12 Complexity Based Models of Aesthetics

One of the recurring themes in computational aesthetics is the notion that aes-
thetic value has something to do with a balance of complexity and order. Birkhoff’s
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aesthetic measure proposed the simple ratio M = @ /C where M is the measure of
aesthetic effectiveness, O is the degree of order, and C is the degree of complexity.

But what is complexity? And what is order? Birkhoff suggested that these are
proxies for the effort required (complexity) and the tension released (order) as per-
ceptual cognition does its work. As a practical matter Birkhoff quantified complex-
ity and order using counting operations appropriate to the type of work in question.
For example, in his study of polygonal compositions complexity was determined by
counting the number of edges and corners. His formula for order was:

O=V+E+4+R+HV-F (10.2)

Here he sums the vertical symmetry (V'), equilibrium (E), rotational symmetry
(R), horizontal-vertical relation (HV'), and unsatisfactory or ambiguous form (F).
These notions of complexity and order at first appear to be formulaic and objective,
but they nevertheless require subjective decisions when quantified.

In an attempt to add conceptual and quantitative rigour, Bense (1965) and Moles
(19606) restated Birkhoff’s general concept in the context of Shannon (1948)’s in-
formation theory creating the study of information aesthetics. Shannon was inter-
ested in communication channels and the quantification of information capacity and
signal redundancy. From this point of view an entirely unpredictable random signal
maximises information and complexity, and offers no redundancy or opportunity for
lossless compression. In this context disorder or randomness is also called entropy.
Extending this, Moles equated low entropy with order, redundancy. compressibility,
and predictability. High entropy was equated with disorder, complexity, incompress-
ibility, and surprise (see Chap. 3 for further discussion of information aesthetics).

As previously noted, Machado (1998) has updated this approach by calculating
aesthetic value as the ratio of image complexity to processing complexity. Processing
complexity refers to the amount of cognitive effort that is required to take in the
image. Image complexity is intrinsic to the structure of the image. This lead them
to propose functional measures where image complexity is inversely proportional to
JPEG compressibility and processing complexity is directly proportional to fractal
compressibility.

With the advent of complexity science as a discipline defining order and com-
plexity has become much more problematic. This account begins with algorithmic
complexity or algorithmic information content as independently developed by Kol-
mogorov (1965), Solomonoff (1964), Chaitin (1966). In this paradigm the complex-
ity of an object or event is proportional to the size of the shortest program on a
universal computer that can duplicate it. From this point of view the most complex
music would be white noise and the most complex digital image would be random
pixels. Like information complexity, algorithmic complexity is inversely propor-
tional to order and compressibility.

For physicist Murray Gell-Mann the information and algorithmic notions of com-
plexity don’t square with our experience. When we encounter complex objects or
situations they aren’t random. Despite being difficult to predict they also have some
degree of order maintaining integrity and persistence.
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Fig. 10.1 Information and biological life
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Consider two situations, one where there is a living frog and another where there
is a long dead and decaying frog. The decaying frog has greater entropy because
relative to the living frog it is more disordered, and over time it will become more
even more disordered to the point where it will no longer be identifiable as a frog at
all. Intuitively we would identify the living frog as being more complex. It displays
a repertoire of behaviours, operates a complex system of biochemistry to process
food, water, and oxygen to generate energy and restore tissues, maintains and ex-
changes large amounts of genetic information in the course of reproduction, and so
on. Along with these orderly processes the frog remains flexible and unpredictable
enough to be adaptive and avoid becoming easy prey. In terms of entropy our highly
complex living frog is somewhere between simple highly ordered crystals and sim-
ple highly disordered atmospheric gases.

To better capture our intuitive sense of complexity Gell-Mann has proposed the
notion of effective complexity, a quantity that is greatest when there is a balance of
order and disorder such as that found in the biological world (Gell-Mann 1995). Un-
like information and algorithmic complexity, effective complexity is not inversely
proportional to order and compressibility. Rather both order and disorder contribute
to complexity (Fig. 10.1, please note that this graph is only meant as a qualitative
illustration with somewhat arbitrary contours).

Complexity science continues to offer new paradigms and definitions of com-
plexity. In a 1998 lecture by Feldman and Crutchfield at the Santa Fe Institute well
over a dozen competing theories were presented (Feldman and Crutchfield 1998)—
the debate over complexity paradigms continues. Measuring aesthetic value as a re-
lationship between complexity and order is no longer the simple proposition it once
seemed to be. (For an alternate view of complexity and aesthetics see Chap. 12.)

Artists working in any media constantly seek a balance between order and disor-
der, i.e. between fulfilling expectations and providing surprises. Too much of the for-
mer leads to boredom, but too much of the latter loses the audience. It is a dynamic
that applies to visual art, music, and the performing arts alike. And it helps dif-
ferentiate genres in that styles that cater to established expectations are considered
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to be more “traditional” while styles that serve up more unorthodox surprises are
considered to be “cutting edge.”

Notions of Shannon information and algorithmic complexity have their place.
But in aesthetics it is misleading to treat order and complexity as if they are polar
opposites. My suggestion is that the notion of effective complexity better captures
the balance of order and disorder, of expectation and surprise, so important in the
arts. This offers the challenge and potential benefit that effective complexity can
serve as a measure of quality in computational aesthetic evaluation.

10.3 The Future of Computational Aesthetic Evaluation

As should be obvious by now, computational aesthetic evaluation is a very difficult
and fundamentally unsolved problem. To date any marginal successes have tended
towards narrow application niches using methods that do not generalise very well.

The irony is that aesthetic evaluation is something we all do quite naturally. Could
it be that the solution to the computational aesthetic evaluation problem is within us
and just not yet understood?

Artists and engineers have always learned from nature. There is a significant
and growing literature around the psychology and neurology of aesthetics. But this
challenge to understanding seems no less daunting than the difficulty of machine
evaluation. The human brain that gives rise to the human mind is arguably the most
complex unitary system known. The brain includes approximately 10" neural con-
nections. In addition, recent research regarding the brain’s glial cells reveals that
they contribute to active information processing rather than, as previously thought,
merely providing mechanical support and insulation for neurones. Glial cells make
up 90 % of the brain and some scientists speculate that they are specifically engaged
in creative thought (Koob 2009). Computing hardware can only make up for part
of this gap by exploiting electronic switching speeds that are about 107 times faster
than human neurones.

Nevertheless, it seems reasonable that an improved understanding of natural aes-
thetic perception will contribute to computational aesthetic evaluation efforts, and
science has made some significant progress in this regard. Perhaps a good place to
start is recent scientific thinking as to the origins of human aesthetics.

10.3.1 The Origins of Art and the Art Instinct

Denis Dutton notes that evolutionary scientist Stephen Jay Gould claims that art is
essentially a nonadaptive side effect, what Gould calls a spandrel, resulting from
an excess of brain capacity brought about by unrelated adaptations. Dutton (2009)
argues that the universality of both art making behaviour and some aesthetic pref-
erences imply a more direct genetic linkage and something he calls the art in-
stinct.
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Dutton points out that like language every culture has art. And both language
and art have developed far beyond what would be required for mere survival. The
proposed explanation for the runaway development of language is that initially
language provided a tool for cooperation and survival. Once language skills be-
came important for survival language, fluency became a mate selection marker.
The genetic feedback loop due to mate selection then generated ever-increasing lan-
guage ability in the population leading to a corresponding language instinct (Pinker
1994).

Additionally, Dutton posits that early human mate selection was, in part, based
on the demonstration of the ability to provide for material needs. Like language,
this ability then became a survival marker in mate selection subject to increasing
development. Just as a peacock’s feather display marks a desirable surplus of health,
works of art became status symbols demonstrating an excess of material means.
It is not by coincidence then that art tends to require rare or expensive materials,
significant time for learning and making, as well as intelligence and creativity. And
typically art has a lack of utility, and sometimes an ephemeral nature. All of these
require a material surplus.

One could argue that even if art making has a genetic basis it may be that our
sense of aesthetics does not. In this regard, Dutton notes the universal appeal, re-
gardless of the individual’s local environment, for landscape scenes involving open
green spaces trees and ample bodies of water near by, an unimpeded view of the
horizon, animal life, and a diversity of flowering and fruiting plants. This scene
resembles the African savannah where early man’s evolution split off from other
primate lines. It also includes numerous positive cues for survivability. Along with
related psychological scholarship Dutton quotes the previously noted Alexander
Melamid:

... I'm thinking that this blue landscape is more serious than we first believed... almost
everyone you talk to directly—and we’ve already talked to hundreds of people—they have
this blue landscape in their head... So I'm wondering, maybe the blue landscape is genet-
ically imprinted in us, that it’s the paradise within, that we came from the blue landscape
and we want it. .. We now completed polls in many countries—China, Kenya, Iceland, and
so on—and the results are strikingly similar.

That our aesthetic capacity evolved in support of mate selection has parallels
in other animals. This provides some hope for those who would follow a psycho-
logical path to computational aesthetic evaluation, because creatures with simpler
brains than man practice mate selection. In other words perhaps the computational
equivalent of a bird or an insect is “all” that is required for computational aesthetic
evaluation. But does mate selection behaviour in other animals really imply brain
activity similar to human aesthetic judgement? One suggestive study by Watanabe
(2009) began with a set of children’s paintings. Adult humans judged each to be
“good” or “bad”. Pigeons were then trained through operant conditioning to only
peck at good paintings. The pigeons were then exposed for the first time to a new
set of already judged children’s paintings. The pigeons were quite able to correctly
classify the previously unseen paintings as “good” or “bad”.
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10.3.2 Psychological Models of Human Aesthetics

Conspicuously missing from most work by those pursuing machine evaluation that
mimics human aesthetics are models of how natural aesthetic evaluation occurs.
Rudolf Arnheim, Daniel Berlyne, and Colin Martindale are three researchers who
stand out for their attempts to shape the findings of empirical aesthetics into gen-
eral aesthetic models that predict and explain. Each has left a legacy of significant
breadth and depth that may inform computational aesthetic evaluation research. The
following sections provide an introduction to their contributions.

10.3.2.1 Arnheim—Gestalt and Aesthetics

If one had to identify a single unifying theme for Arnheim it would have to be the
notion of perception as cognition. Perception isn’t something that happens to the
brain when events in the world are passively received through the senses. Perception
is an activity of the brain and nothing short of a form of cognition. And it is this
perceptual cognition that serves as the engine for gestalt phenomena.

First written in 1954 and then completely revised in 1974, Arnheim’s book Art
and Visual Perception: A Psychology of the Creative Eye established the relevance
of gestalt phenomena as art and design principles (Arnheim 1974). The law of priig-
nanz in gestalt states that the process of perceptual cognition endeavours to order
experience into wholes that maximise clarity of structure. From this law come the
notions of closure, proximity, containment, grouping, and so on now taught as de-
sign principles (Wertheimer 2007).

The neurological mechanisms behind these principles were not, and still are not,
well understood. Arnheim wrote of forces and fields as existing both as psycholog-
ical and physical entities; the physical aspects being neurological phenomenon in
the brain itself. Some have suggested it is more useful to take these terms metaphor-
ically to describe the dynamic tensions that art exercises (Cupchik 2007).

Arnheim’s theory of aesthetics is much more descriptive than normative. Nev-
ertheless, those interested in computational aesthetic evaluation have much to take
away with them. That perception is an active cognitive process, and that the gestalt
whole is something more than the sum of the parts, is now taken by most as a given.
And the difference between maximising clarity of structure and maximising sim-
plicity of structure is a nuance worthy of attention (Verstegen 2007).

10.3.2.2 Berlyne—Arousal Potential and Preferences

Daniel E. Berlyne published broadly in psychology, but his work of note here
regards physiological arousal and aesthetic experience as a neurological process
(Konecni 1978). One of Berlyne’s significant contributions is the concept of arousal
potential and its relationship to hedoenic response.
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Arousal potential is a property of stimulus patterns and a measure of the ca-
pability of that stimulus to arouse the nervous system. Arousal potential has three
sources. First, there are psychophysical properties such as very bright light, very
loud sounds, sensations with an abrupt onset, very low or high frequency sounds,
and so on. Second, there are ecological stimuli such as survival threats like pain or
predator sightings, or cues associated with the availability of food. But the third and
strongest according to Berlyne are referred to as collative effects. These are com-
bined and comparative experiences that present arousal potential in a context depen-
dent and relative manner. Examples include “novelty, surprisingness, complexity,
ambiguity, and puzzlingness.” Berlyne (1971) explicitly notes the correspondence
between many of these collative effects and concepts from Shannon’s information
theory.

The hedonic response to sources of arousal potential refers to the spectrum of
pleasure and pain we experience. Berlyne proposes that the hedonic response is the
result of separate and distinct reward and aversion systems. Each of these systems is
made up of neurones. The firing thresholds of individual neurones will vary accord-
ing to the normal or Gaussian probability distribution as is typical in nature (see
Fig. 10.2). Therefore the strength of the arousal potential will determine the number
of neurones that fire in response. The number of neurones responding will increase
as a Gaussian cumulative distribution, i.e. the area under the Gaussian probability
distribution as the threshold moves from left to right. Berlyne further proposes that
the reward system requires less arousal potential exposure to activate, but that when
activated the aversion system will produce a larger response.

The result is the hedonic response as a summation of the positive reward system
and the negative aversion system. With no arousal potential there is a hedonic re-
sponse of indifference. As more arousal potential is presented the hedonic response
increases manifesting itself as a pleasurable experience. Beyond a certain point,
however, two things happen. First, the reward system reaches maximum activation
and plateaus. Second, the aversion system begins to activate. As the aversion system
reaches higher levels of activation the hedonic response will lessen and eventually
cross into increasing levels of pain.

Berlyne notes that this function is usually called the Wundt curve, as it was first
presented by the “father of experimental psychology”™ Wilhelm Wundt in 1874. But
in Wundt’s model the x-axis represents low-level neural intensity. Berlyne’s arousal
potential on the x-axis includes psychophysical intensity, but it also includes ecolog-
ical stimuli and most importantly collative effects. For Berlyne increasing collative
effects such as novelty and surprise also represent increasing complexity in the in-
formation theory sense. From this point of view works of only moderate information
complexity maximise the hedonic response. This resonates well with the intuitive
artistic notion that audiences respond best to works that are not so static as to be
boring, and yet also operate within learned conventions so as to not be experienced
as chaotic.

There is, however, another interpretation. The notion of Gell-Mann’s effective
complexity was previously mentioned. From that point of view complexity is a
balance of order and disorder, and biological life presents complexity at its peak.
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Fig. 10.2 Wundt curve as
applied by Berlyne. Redrawn
from Berlyne (1971)
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The Wundt and effective complexity curves both peak in the middle suggesting that
positive hedonic response may be proportional to effective complexity. Effective
complexity has, in a sense, the balance of order and disorder “built in.” One might
hypothesise that the most important and challenging survival transactions for hu-
mans have to do with other living things and especially fellow humans. Perhaps
that created evolutionary pressure leading to the optimisation of the human nervous
system for effective complexity, and human aesthetics and related neurological re-
ward/aversion systems reflect that optimisation.

10.3.2.3 Martindale—Prototypicality and Neural Networks

Colin Martindale was an active empiricist and in 1990 he published a series of ar-
ticles documenting experiments intended to verify the arousal potential model of
Berlyne. Martindale et al. (1990) notes:

Berlyne.. . developed an influential theory that has dominated the field of experimental aes-
thetics for the past several decades... Berlyne is often cited in an uncritical manner. That
is, he is taken as having set forth a theory based upon well-established facts rather than, as
he actually did, as having proposed tentative hypotheses in need of further testing. The re-
sult has been a stifling of research on basic questions concerning preference, because these
questions are considered to have been already answered. In this article, we report a series
of experiments that test obvious predictions drawn from Berlyne’s theory. It was in the firm
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expectation of easily confirming these predictions that we undertook the experiments. The
results are clear-cut. They do not support the theory.

The debate pitting collative effects versus prototypicality would dominate ex-
perimental aesthetics for almost 20 years (North and Hargreaves 2000). For some
Berlyne’s notion of collative effects was especially problematic. First it was odd
for a behaviourist like Berlyne to make an appeal to a concept so much about the
inner state of the individual. Additionally, terms like novelty and complexity were
problematic both in specification and mechanism.

However, Martindale’s primary critique was empirical. For example, contrary to
Berlyne’s model he found that psychophysical, ecological, and collative properties
are not additive, nor can they be traded off. Significantly more often than not empir-
ically measured responses do not follow the inverted-U of the Wundt curve, but are
monotonically increasing. Finally, a number of studies showed that meaning rather
than pure sensory stimulation is the primary determinant of aesthetic preference
(Martindale et al. 1990; 2005, Martindale 1988b).

In a series of publications Martindale (1981; 1984; 1988a; 1991) developed a
natural neural network model of aesthetic perception that is much more consistent
with experimental observation. Martindale first posits that neurones form nodes that
accept, process, and pass on stimulation from lower to higher levels of cognition.
Shallow sensory and perceptual processing tends to be ignored. It is the higher se-
mantic nodes, the nodes that encode for meaning, that have the greatest strength in
determining preference. Should the work carry significant emotive impact the limbic
system can become engaged and dominate the subjective aesthetic experience.

Nodes are described as specialised recognition units connected in an excitatory
manner to nodes corresponding to superordinate categories. So, for example, while
one is reading nodes that extract features will excite nodes for letters, and they will
in turn excite nodes for syllables or letter groupings, leading to the excitation of
nodes for words, and so on. Nodes at the same level, however, will have a lateral in-
hibitory effect. Nodes encoding for similar stimuli will be physically closer together
than unrelated nodes. So nodes encoding similar and related exemplars will tend to-
wards the centre of a semantic field. The result is that the overall nervous system
will be optimally activated when presented an unambiguous stimulus that matches a
prototypically specific and strong path up the neural hierarchy (Martindale 1988b).

Commenting on prototypicality North and Hargreaves (2000) explain:

... preference is determined by the extent to which a particular stimulus is typical of its
class, and explanations of this have tended to invoke neural network models of human cog-
nition: this approach claims that preference is positively related to prototypicality because
typical stimuli give rise to stronger activation of the salient cognitive categories.

Martindale’s neural network prototypicality model carries with it great explana-
tory and predictive power. Towards the end of his life he penned a chapter describing
the results of 25 widely disparate empirical studies, and how his single model can
provide a foundation for understanding all of them (Martindale 2007).

While most in the field agree that Martindale’s prototypicality model explains
more of the empirical data than Berlyne’s collative effect model, some cases re-
main where prototypicality is the weaker explanation. Some have suggested ways
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to reconcile the two models to provide more cover than either can alone (North and
Hargreaves 2000, Whitfield 2000).

10.3.3 Empirical Studies of Human Aesthetics

Along with unifying theories such as those offered by Arnheim, Berlyne, and Mar-
tindale, the field of psychology offers a vast catalogue of very specific findings from
experimental aesthetics. It is difficult in aesthetics research to identify and control
the myriad factors that may influence hedonic response. And because human sub-
jects are typically required it is difficult to achieve large sample sizes. Nevertheless
empirical studies of human aesthetics seem to be on the increase, and many are
highly suggestive and worth consideration by those interested in computational aes-
thetic evaluation.

Empirical studies of human aesthetics usually focus on viewers, artists, or ob-
jects. Studies of viewers have to account for audiences that are expert and not. Some
experiments focus on the impact setting has on aesthetic perception. Others are at-
tempts to correlate aesthetic response with social or personality factors. Studies of
artists usually focus on aspects of divergent thinking, creativity, and self-critical
abilities. Studies of objects typically include some form of analysis relative to a
hypothesised aesthetic mechanism.

A full or even representative cataloguing of these studies is unfortunately well
outside of the scope of this chapter. What stands out in reading the literature though
is the large number of variables that determine or shade human aesthetic experience.
For example:

e Subjects first asked to think about the distant future are more likely to accept
unconventional works as art than those who first think about their near future
(Schimmel and Forster 2008).

e A hedonic contrast effect has been established in music listening. In absolute
terms the same music will be evaluated more positively if preceded by bad music,
and less positively if preceded by good music (Parker et al. 2008).

e Not all emotions lend themselves to musical expression. Those that do tend to be
general, mood based, and don’t require causal understanding (Collier 2002).

e Individual preference differences can form on the basis of experience. Relative
to non-professionals, photo professionals exhibit a greater ability to process pho-
tographic information, and show a relative preference for photographs that are
uncertain and unfamiliar (Axelsson 2007).

e Artists and non-artists were presented with a sequence of 22 work-in-process
images leading to Matisse’s 1935 painting, Large Reclining Nude. Non-artists
judged the painting as getting generally worse over time consistent with the in-
creasing abstraction of the image. In contrast, art students’ judgements showed a
jagged trajectory with several peaks suggesting an interactive hypothesis-testing
process (Kozbelt 2006).
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e Whether isolated or within a larger composition, note intervals in music carry sig-
nificant and consistent emotional meaning. There is also softer evidence that these
interval-emotional relationships are universal across different times, cultures, and
musical traditions. Speculation is that this is related to universal aspects of vocal
expression (Oelmann and Laeng 2009).

10.3.4 Neuroaesthetics

Beginning with Birkhoff, and throughout this chapter, neurology has frequently
been the backstory for aesthetic and computational aesthetic evaluation models
described at higher levels of abstraction. To some extent Arnheim, and certainly
Berlyne and Martindale, all had in mind neurological models as the engines of aes-
thetic perception. In no small part due to new imaging technologies such as func-
tional magnetic resonance imaging (fMRI), positron emission tomography (PET)
scanning, and functional near-infrared imaging (fNIR), science seems to be prepar-
ing to take on perhaps the deepest mystery we face everyday, our own minds.

It is in this context that the relatively new field of neuroaesthetics has come into
being (Skov and Vartanian 2009a). Neuroaesthetics is the study of the neurological
bases for all aesthetic behaviour including the arts. A fundamental issue in neu-
roaesthetics is fixing the appropriate level of inspection for a given question. It may
be that the study of individual neurones will illuminate certain aspects of aesthetics.
Other cases may require a systems view of various brain centres and their respective
interoperation.

A better understanding of representation in the brain could illuminate not only
issues in human aesthetics but more generally all cognition. This in turn may find
application not only in computational aesthetic evaluation, but also broadly across
various artificial intelligence challenges. And finally, a better understanding of neu-
rology will likely suggest new models explaining human emotion in aesthetic ex-
perience. If we better understand the aesthetic contributions of both the cortex and
the limbic system, we will be better prepared to create machine evaluation systems
that can address both the Dionysian and the Apollonian in art (Skov and Vartanian
2009b).

10.3.5 Computing Inspired by Neurology

Computer science has felt the influence of biology and brain science from its ear-
liest days. The theoretical work of Von Neumann and Burks (1966) towards a uni-
versal constructor was an exploration of computational reproduction and evolution.
Turing (1950) proposed a test essentially offering an operational definition for ma-
chine intelligence. Turing also invented the reaction diffusion model of biological
morphogenesis, and towards the end of that article he discuses implementing a com-
puter simulation of it (Turing 1952). Computing models inspired by neurology have
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fallen in and out of fashion, from Rosenblatt’s early work on the perceptron (Rosen-
blatt 1962), to Minsky and Papert’s critique (Minsky and Papert 1969), and to the
later successful development of non-linear models using backpropagation and self-
organisation.

A number of artificial neural network applications already noted showed only
limited success as either a fitness function or a standalone machine evaluation sys-
tem. It would be premature to conclude such use in has hit a permanent plateau.
But it would be glib to suggest that since the brain is a neural network that the
successful use of artificial neural networks for computational aesthetic evaluation
is inevitable. The brain’s 10'> neural connections and presently unknown glial cell
capacity presents a daunting quantitative advantage artificial systems will not match
any time soon.

Perhaps a better understanding of natural neurology and subsequent application
to connectionist technologies can help overcome what present artificial systems lack
in quantity. This is the approach Jeff Hawkins has taken in the development of hier-
archical temporal memory.

10.3.6 The Neocortex and Hierarchical Temporal Memory

Hawkins has proposed the hierarchical temporal memory model for the functional-
ity found in the neocortex of the brain. He proposes that this single mechanism is
used for all manner of higher brain function including perception, language, creativ-
ity, memory, cognition, association, and so on. He begins with a typical hierarchical
model where lower cortical levels aggregate inputs and pass the results up to higher
levels corresponding to increasing degrees of abstraction (Hawkins and Blakeslee
2004).

Neurologists know that the neocortex consists of a repeating structure of six lay-
ers of cells. Hawkins has assigned each layer with functionality consistent with the
noted multi-level hierarchical structure. What Hawkins has added is that within a
given level higher layers constantly make local predictions as to what the next sig-
nals passed upward will be. This prediction is based on recent signals and local
synapse strength. Correct predictions strengthen connections within that level. Thus
the neocortex operates as a type of hierarchical associative memory system, and it
exploits the passage of time to create local feedback loops for constant training.

Artificial hierarchical temporal memory has been implemented as software called
NuPIC. Tt has been successfully demonstrated in a number of computer vision ap-
plications where it can robustly identify and track moving objects, as well as extract
patterns in both physical transportation and website traffic (Numenta 2008). To date
NuPIC seems to work best when applied to computer vision problems, but others
have adapted the hierarchical temporal memory model in software for temporal pat-
terns in music (Maxwell et al. 2009).
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10.3.7 Computer Architectures for Evolvable Hardware

Another promising technology is reconfigurable hardware that evolves in a way to
best solve the problem at hand. Evolvable hardware exploits programmable circuit
devices such as field programmable gate arrays (FPGAs). These are integrated cir-
cuit chips with a large number of simple logic units or gates. Settable switches
called architecture bits or configuration memory program the logical function and
interconnection of these gates. Field programmable gate arrays allow the mass man-
ufacture of standardised silicon that has its circuit-level functionality postponed for
later definition. This circuit-level functionality is lower and faster than that achieved
by executing machine language code (Yao and Higuchi 1997).

By treating the architecture bits as a chromosome the configuration of field pro-
grammable gate arrays can be determined using evolutionary methods. Evolution in
this case doesn’t design the gate array configuration so much as it designs the chip’s
behaviour relative to some fitness function defined need. In this some see a paral-
lel to the way neurones exhibit emergent learning. And because these chips can be
reprogrammed on the fly there is the possibility of learning adaptation to changing
conditions.

It’s worth noting that a proposed evolvable hardware system has been simulated
in software, and used as a pattern recognition system for facial recognition with an
experimental accuracy of 96.25 % (Glette et al. 2007).

10.4 Conclusion

Computational aesthetic evaluation victories have been few and far between. The
successful applications have mostly been narrowly focused point solutions. Negative
experience to date with low dimensional models such as formulaic and geometric
theories makes success with similar approaches in the future quite unlikely.

Evolutionary methods, including those with extensions such as coevolution,
niche construction, and agent swarm behaviour and curiosity, have had some cir-
cumscribed success. The noted extensions have allowed evolutionary art to iterate
many generations quickly by eliminating the need for interactive fitness evaluation.
They have also allowed researchers to gain insight into how aesthetic values can
be created as emergent properties. In such explorations, however, the emergent ar-
tificial aesthetics themselves seem alien and unrelated to human notions of beauty.
They have not yet provided practical leverage when the goal is to model, simulate,
or predict human aesthetics via machine evaluation.

I've suggested that a paradigm like effective complexity may be more useful than
information or algorithmic complexity when thinking about aesthetics. Effective
complexity comes with the notion of balancing order and disorder “built in”, and
that balance is critical in all forms of aesthetic perception and the arts.

There is also a plausible evolutionary hypothesis for suggesting that effective
complexity correlates well with aesthetic value. Effective complexity is maximised
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in the very biological systems that present us with our greatest opportunities and
challenges. Hence there is great survival value in having a sensory system optimised
for the processing of such complexity. There is also additional survival value in our
experiencing such processing as being pleasurable. As in other neurological reward
systems such pleasure directs our attention to where it is needed most.

The fields of psychology and neurology have been noted as possible sources
of help for future work in computational aesthetic evaluation. Models of aesthetic
perception such as those from Arnheim, Berlyne, and especially Martindale invite
computational adaptation. Results from empirical studies of human aesthetics can
stimulate our thinking about computational evaluation. At the same time they warn
us that aesthetic evaluation in humans is highly variable depending on setting, con-
text, training, expectations, presentation, and likely dozens of other factors.

Will robust human-like computational aesthetic evaluation be possible someday?
There is currently no deductive proof that machine evaluation either is or isn’t pos-
sible in principle. Presumably an argument for impossibility would have to estab-
lish as key an aspect of the brain or human experience that goes beyond mechani-
cal cause and effect. Others might argue that because the brain itself is a machine
our aesthetic experience is proof enough that computational aesthetic evaluation is
possible. These in-principle arguments parallel philosophical issues regarding phe-
nomenology and consciousness that are still in dispute and far from settled.

As a practical matter, what is currently possible is quite limited. The one con-
sistent thread that for some will suggest a future direction relates to connectionist
approaches. The current leading psychological model, Martindale’s prototypicality,
presents natural aesthetic evaluation as a neural network phenomenon. We know
that animals with natural neural systems much simpler than those in the human
brain are capable of some forms of aesthetic evaluation. In software, new connec-
tionist computing paradigms such as hierarchical temporal memory show promise
for both higher performance and closer functional equivalency with natural neural
systems. In hardware we are beginning to see systems that can dynamically adapt
to problem domains at the lowest gate level. Perhaps this will all someday lead to a
synergy of hardware, software, and conceptual models yielding success in compu-
tational aesthetic evaluation.
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