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Preface

This redbook describes the implementation of the Informix database
products in a highly available AIX cluster using HACMP. Its purpose is to
provide documentation for a Quick Install Program that automates much of
the procedures for configuring an HACMP cluster by creating necessary
shared disk areas and installing the Informix database products.

The Quick Install Program supports three types of HACMP cluster
configurations with Informix: Mutual Takeover, Rotating Standby and Hot
Standby. It assumes that the user has first set up the cluster hardware
correctly, including connecting shared disks and connecting network
adapters and RS232 cables according to instructions in the HACMP for AIX
Installation Guide. It also assumes the user has installed AIX 4.2 or higher
and HACMP 4.2 or higher. From there, the Quick Install Program configures
network adapters, creates shared volume groups and logical volumes,
configures the HACMP cluster, and installs the Informix products.

Some knowledge of AlX, the RISC System/6000, and HACMP for AlIX is
assumed.

The Team That Wrote This Redbook

This redbook was produced by a team of consultants working at the
International Technical Support Organization, Austin Center.

J. Scott Brudner
John Neidhart
Neidhart Consulting Services of Austin, Texas.

Neidhart Consulting is a full-service provider for computer information
systems. Consulting services for programming, networking,
systems/process analysis and design, as well as hardware installation, and
repairs are available. (512) 837-1491

Thanks to the following people for their invaluable contributions to this
project:

Dave Thiessen
International Technical Support Organization, Austin Center

Marcus Brewer, Editor
International Technical Support Organization, Austin Center
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Comments Welcome
Your comments are important to us!
We want our redbooks to be as helpful as possible. Please send us your
comments about this or other redbooks in one of the following ways:

Fax the evaluation form found in “ITSO Redbook Evaluation” on page 77
to the fax number shown on the form.

Use the electronic evaluation form found on the Redbooks Web sites:

For Internet users http://www.redbooks.ibm.com
For IBM Intranet users http://w3.itso.ibm.com

Send us a note at the following address:

redbook@vnet.ibm.com

Xii Informix Cluster POWERsolution Guide



Chapter 1.

HACMP Cluster Configurations

This chapter describes the HACMP with Informix configurations that are
available using the Quick Install Program included with this redbook. The
levels of software that have been tested with the program are:

AIX 4.2 and 4.2.1

HACMP 4.2 and 4.2.1

Informix-Online Dynamic Server 7.23
In each case, the cluster consists of two nodes. The cluster configurations
available are fhe following:

Rotating Standby

Hot Standby

Mutual Takeover
In each case, the configuration pictured uses the default settings in the

Quick Install Program for network addresses and labels, shared volume
groups, and so on. These items are modifiable by the user.

1.1 Rotating Standby Configuration

This cluster configuration, consisting of two nodes, is set up in a rotating
standby configuration. The cluster is configured as shown in Figure 1 on
page 2.
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node2_standby: 10.0.2.2

shared (rotating address)

node1_boot: 10.0.1.11  NetworkETHERT 45 1o6t10.0.1.12
g@hodel_standby: 10.0.2.1

|
|
|
| A O
|
I
|

=] \ L ‘/' =]

T 000 & I T—_—® —  ® T
Node:node1 Network: TTY1 Node:node2

Figure 1. Cluster Configuration for Rotating Standby

The Rotating Standby cluster has a single resource group and application
server. A "shared"” adapter (we call it shared, although in the actual
HACMP configuration panels it is called a service adapter) is configured for
both nodes. The resource group containing the Informix database is
acquired and started by the first node to enter the cluster (start HACMP).
On failure of the node that is serving the resources, the other node acquires
the resources and will not release them unless it fails or leaves the cluster
using the "graceful with takeover” option. If a node leaves the cluster
(gracefully or because of failure), and then rejoins, it assumes the backup
role until the other node leaves the cluster.
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1.2

Hot Standby Configuration

This cluster, consisting of two nodes, is set up in a Hot Standby
configuration. The cluster is configured as shown in Figure 2.

g I B B ) S E— —
Node:noded Network: TTY1 Node:hode?2

||

g2

userl

service address

nodei_boot: 10.0.1.11 NetwerlcETHERA node2 boot:10.0.1.12
node1_standby: 10.0.2.1 node?_standby: 10.0.2.2

[T
[T
= I ===
reaua i &7
= o=

N s

Figure 2. Cluster Configuration for Hot Standby

1.2.1 Hot Standby Cluster Description

The Hot Standby cluster has a single resource group and application server.
The nodelvg volume group contains a single Informix database. By default,
node 1 is assigned the high priority (server) role, and node2 is assigned the
low priority (backup) role. Whenever nodel joins the cluster, it acquires the
resources and starts the Informix database. If nodel fails, the database is
taken over by node2. When nodel rejoins the cluster, it reacquires the
resources from node2.
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1.3 Mutual Takeover Configuration

This cluster, consisting of two nodes, is set up in what is traditionally called
a Mutual Takeover configuration. The cluster is configured as shown in
Figure 3.

Network:ETHER1

hodel: 10.0.1.1 hode2: 10.0.1.2
nhode1_boot: 10.0.1.11 node2_boot: 10.0.1.12

- hode1 _standby: 10.0.2.1 nodeZ_standby: 10.0.22 O

— " hodetvg | " odezvg | —

]
[T
I ==
T

2 B=
g | R
Nomm=i Wemm=)

S NG~ - L= s

T8 0§ T T—8 O T
Nodename: node1 Network: TTY1 Nodename: node2

Figure 3. Cluster Configuration for Mutual Takeover

Mutual Takeover is a form of cascading configuration where both nodes
have their own resource groups and application servers. There are two
Informix databases in the cluster, one contained in volume group nodelvg
and the other in volume group node2vg. Nodel is the high-priority node for
the database in nodelvg, and node?2 is the backup. For the database in
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node2vg, node?2 is the high-priority node, and nodel is the backup. In the
event that either node fails, the opposite node acquires its resources. When
the failed node reintegrates, its resources are returned to it.
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Chapter 2. Quick Install Program Preparation

This chapter covers the necessary preparation steps before running the
Quick Install Program.

2.1 Choosing Informix Products to Install

The minimum set of Informix products selected for installation on the
Rotating, Hot Standby, and Mutual Takeover configurations are listed below:

1. Informix Connectivity Product:
INFORMIX-Connect

2. Informix Engine:
INFORMIX-OnLine Dynamic Server
INFORMIX-OnLine Dynamic Server Runtime Facility

You may add other products to this as fits your requirement.

2.2 Installation Worksheet

Make a copy of the worksheet from Appendix A, “Quick Install Program
Worksheets” on page 47 that is appropriate for your configuration type. Fill
out the information on this worksheet as we go along, and keep it on hand.
Much of the installation is dependent on information from this worksheet.

2.3 Disk Space Sizing for Selected Informix Products

After selecting the products listed above (or any you choose), we now must
calculate the disk space required for both logical and physical storage.

The sizes used as defaults in the following examples, as well as in the
Quick Install program, are based on a user base of 32 users. Please adjust
these totals to fit your company, with guidance from your Informix
representative. To make adjustments, follow the disk sizing guidelines and
worksheets below.

2.3.1 Consider Your Priorities
As you prepare to install and configure your database server, keep in mind
the following questions:

What is the highest priority, transaction speed, or safety of the data?

Will the database handle short transactions, or fewer long transactions?
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Will this OnLine instance be used by applications on other computers?
What is the maximum number of users you can expect?

Are you limited by resources for space? CPU?

2.3.2 Consider Your Resources

Before you start, it is important to gather all of the necessary information.
Some of this information will be kept on the Quick Install worksheet located
in Appendix A, “Quick Install Program Worksheets” on page 47.

How many disk drives are available? Which are faster?

This is important in determining where on the disk, and on which disks,
you keep essential data. Obviously, we want to put data that is used
more often on the fastest part of the fastest disk. This will include the
database, the physical log, and the temporary workspace. In addition to
the guidelines discussed later in this chapter, the management of disk
space is discussed in the chapter "Managing Disk Space"” of the
INFORMIX-OnLine Dynamic Server Administrator’s Guide

How many tape drives are available? What are their device names?

You need to plan an archiving strategy. This may include adjustment of
the logical logs, and tape devices. When do you want to change tapes?
The information to help you with this can be found in the
INFORMIX-OnLine Dynamic Server Archive and Backup Guide.

How much shared memory is available? How much of it will be
dedicated to Informix?

What are the network names and addresses of the computers on your
network? How many network adapters are you using?

Your Network Administrator should be able to help you with this
information.

2.3.3 INFORMIXDIR Directory

8

This filesystem is created by the Quick Install program to hold all
INFORMIX-OnLine Dynamic Server files and scripts. The filesystem mount
point is pointed to by the environment variable INFORMIXDIR. With Quick
Install, this filesystem is created and mounted at /usr/informix. The
filesystem is located in your rootvg volume group, and is 200 MB in size.
Please make sure you have this much disk space available in rootvg. The
products break down as follows:

INFORMIX-OnLine Connectivity Products - 25 MB
INFORMIX-OnLine Dynamic Server Engine - 115 MB
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NOTE: If you plan to add any Informix tools or other products, remember
that the files and scripts will need to be stored in this filesystem, so you will
need to provide additional space.

2.3.4 Determining Disk Space Requirements
An efficient database is dependent on a proper configuration. A good initial
configuration can save you from major overhauls once the database server
is up and running. However, it is important to monitor the server during
ongoing operations, and to make minor adjustments as needed.

Although the size of the database itself will depend on the requirements of
each installation, some of the essential pieces use sizing formulas. Follow
the steps below, in order. Try to supply the most accurate information
possible, in order to install and configure efficiently.

2.3.4.1 Users
Determine the maximum number of users accessing the server.

2.3.4.2 Userthreads
Userthreads equal four times the number of expected users.

2.3.4.3 Physical Log Size
Physical logging is the process of storing the pages that the
Informix-OnLine Dynamic Server is going to change before these
changed pages are actually written to the database on disk. This
practice ensures that the unmodified pages are available in case the
database server fails or the archiving procedure needs them to provide
an accurate snapshot of OnLine data.

Considerations:

The key question when deciding on the size of the physical log is, "How
much updating of data does OnLine perform?" If the applications using
your database server do not do much updating, you might not need a
very big physical log. A good example of this would be a library system,
where the reads will greatly outnumber the writes. However, in the
case of an airline ticketing system, where entries are made constantly, a
larger physical log is essential.

A general or average sizing for the Physical Log can be determined by
using the following formula.

Chapter 2. Quick Install Program Preparation 9



PHYSICAL LOG SIZE = userthreads * max_log pages per_critical_section*4*4

Figure 4. Physical Log Size Formula

NOTE: The userthreads were already determined in 2.3.4.2,
“Userthreads” on page 9. The max_log_pages_per_critical_section is
five as determined by Informix. The page size is four KB.

Informix runs a checkpoint on the Physical Log when it reaches 75% of
its capacity. Therefore the first three parts of the formula above must fit
into 25% of the Physical Log Size in case of an overflow. We multiply
the formula by four to get the total Physical Log Size.

For example, our calculation was based on 32 users:

Physical Log Size = 32 Users * 4 Userthreads per user * 5* 4* 4 = 10240 Kb

Figure 5. Example Calculation of Physical Log Size

10

This is why the Quick Install has the Physical Log dbspace defaulted to
11 MB. Decide the size necessary for your Physical Log and enter this
information on your Quick Install worksheet. For more information,
consult the "WHAT IS PHYSICAL LOGGING?" chapter of the
INFORMIX-OnLine Dynamic Server Administrator’s Guide.

2.3.4.4 Number of Logical Logs and Sizes.
OnLine keeps a history of database and database server changes since
the time of the last archive in the logical log. The logical log is made up
of several logical-log files. At any time, the combination of OnLine
archive tapes plus the logical-log files contain a complete copy of your
data.

Considerations:

For a given level of system activity, the less logical log space is
allocated, the sooner the logical log fills up, and the greater the chance
that user activity is blocked due to logical log backups or checkpoints.

It is difficult to determine how much log space your system will require
until the system is actually in use. Three log files is the minimum
number allowed. The minimum total space that should be configured
can be determined by the following formula:
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Logical Log Space = (3 logs) * (Userthreads) * (2 log pages) * (page size)

Figure 6. Minimum Logical Log Space Formula

Again, the formula above gives you the minimum logical log space.
Quick Install creates 6 logs at 1200 KB per log, as a default. This size is
appropriate for the majority of configurations. The following is the
calculation of this default for our 32 user example.

Logical Log Space = (6 logs) * (32 Users) * (4 userthreads per user) * (2 pages) * 4Kb = 61

Figure 7. Example Calculation for Logical Log Space

This is why we default the area to 8 MB ( Allowing space for future
growth). Decide the size necessary for your Logical Log and enter this
information on your Quick Install worksheet. For more information,
consult the "WHAT IS THE LOGICAL LOG?" chapter of the
INFORMIX-OnLine Dynamic Server Administrator’s Guide.

2.3.4.5 Temporary Disk Space
Temporary disk space holds the temporary tables. This area and these
tables are used anytime a statement is sent to the database server that
does not require recording. Consider it to be OnLine’'s work area.
Anytime a query is asked for, or statements use auto-index joins, the
work is done in the temporary disk space. The work done in this space,
and the temporary tables created are cleared when the application
terminates.

Consideration:

There is no standard method for estimating this space. Just consider
the number of users on the server, and allow an adequate "work space”
for each one. In our 32 user scenario, we have allocated 250 MB of
temporary disk space.

2.3.4.6 Database Disk Space
This is where all the data is stored. Answering the question of "How
much?" is really a two step process. First, you need to make a rough
estimate based on the number of users and the type of data being
stored. You must also remember to allow for overhead and growth.
Second, you evaluate the server after it has run for a while and allocate

Chapter 2. Quick Install Program Preparation 11




space accordingly. Informix has made it easy to manage the OnLine
server in this capacity.

2.3.4.7 Allowing for Mirroring
Mirroring is basically making a copy of the raw space for data
protection. If you choose to use multiple physical disks for the creation
of the raw disk space (your shared volume groups), we suggest
mirroring the logical volumes. You will be prompted about mirroring
during the Quick Install. If you do choose mirroring, obviously, double
the disk space is needed for your capacity requirement.

2.4 Assigning Network Adapters

If your network addresses are not already established, you need to assign
and name all of the network adapters you will be using in the cluster. Each
adapter has a label and an IP address (as seen on your worksheet). For
more information on this step please contact your network administrator.
Enter this information on your worksheet.

2.5 Updating /.rhosts and /etc/hosts Files

These files control communication between adapters on different nodes.
They allow for name resolution as well as remote copy permission needed
by the Quick Install Program during initial configuration. When the
configuration is completed, the /.rhosts files can be removed from each of
the cluster node machines. The IP labels used in these examples are the
defaults used by the Quick Install Program.

2.5.1 Update .rhosts on Both Nodes

12

As the root user, edit the .rhosts file adding the names of all adapters
involved in cluster communication as well as the level of user allowed
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% .rhostz file

%nodel_service
Znodel_standby
Znodel_hoot
dnode?_service
Znode_standhby
“node2_hoot

Figure 8.

/.rhosts File from Node 1

2.5.2 Update /etc/hosts on Both Nodes.

As the root user, edit the /etc/hosts file adding the names and IP addresses

of all adapters involved in the cluster.

:a’e?.?.ﬁ%:‘.?!ﬂ).'d'ﬂ)l.k??IM)MMP?IM)MMP."1)0.?!ﬂ).h'a'—/.k?."1)0.?!ﬂ).h'a'—/.k?."1)0)J).'A'a'ﬂ/.h?."1)0)J).'A'a'ﬂ/.h?."1)0)J).'A'a'ﬂ/.hh"lj?)JM/W/Z?)JM/W/Z?)JZ?.'&"/W/Z?)JZ?.'&"/W/Z?)J»})/.hh"/j?)J»})/.hh"/j?.'f.&'t'/})W/MJ»})W/MJ»})&»JM?}»'

#H  felce/hosls
Eﬂ This file contains the hostnames and their address for hosts in the
24 network. This file is used to resolve a hostname into an Internet
#H address.
EH
#8 Nt minimum, this file must contain the name and address for each
%4 device defined for TCP in your /etc/net file. It may also contain
E R entries tor well-knnwn (reserved) names such as timeserver
;ﬂ and printserver as Wwell as anuy other hoest name and address.
Eﬂ HACMP cluster, cthorncet interfaces (stnd ethornet vshn 2]
510.1.1.1 nodel_service tt end
;10.1.1_18 nodel_boot #H en0 at boot with IPAT
#10.2.1.1 nodcl standbu # cnl
10.1.1.2 node?_service U eno
10.1.1.20 node?_boaot # en0 at boot with IPAT
10.2.1.2 node2_standby i enl

Figure 9.

/etc/hosts File from Nodel

Chapter 2. Quick Install Program Preparation
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NOTE: Once you have entered these two files, you must check your
adapters. After shutting down the system, and logging back in, type host
followed by the adapter name. In Figure 10 on page 14, we tested
nodel_standby:

64 hytes
64 hytes
64 bytes
64 bytes
64 bytes
64 bytes
64 hytes
64 hytes

#

y
nodel_standby i= 10.2.1.1
# ping nodel standby
PING nodel_standby (10.2.1.1): 56 data bytes

--- nodel_standby ping statistics ---
8 packets transmitted, ¥ packets received, 0% packet loss
round-trip minfavg/max = 0/0/0 n=

From 10.2.1.1: icmp_seq=0 ttl=255 time=0 ns
from 10.2.1.1: icmp_seq=1 tt1=255 time=0 n=
from 10.2.1.1: icmp seq=2 tt1=255 time=0 ms
from 10.2.1.1; icmp _seq=3 ttl=255 time=0 n=z
From 10.2.1.1: icmp_seq=4 ttl1=255 time=0 ns
From 10.2.1.1! icmp_seq=5 tt1=255 time=0 n=
from 10.2.1.1: icmp_seq=6 tt1=255 time=0 ns
from 10.2.1.1: icmp_seq=7 tt1=255 time=0 n=

Figure 10. Adapter Test on nodel_standby

You need to test every adapter in this way, and check that the IP address
returned is the address expected. If not, you have a name resolution
conflict on your network, and need to contact your network administrator.

If you have already configured your adapters with IP addresses using the
AIX TCP/IP panels, also use the ping command on each of the address
labels, to test that basic TCP/IP communications is working correctly.

2.6 Finding Available Group & User ID Numbers

14

You need to find an available user ID number and an available group ID
number to use for the "informix” user. These numbers must be available on
both nodes. Make sure you have these before continuing. The user ID
number can be any one above 200 and the group ID number must also be
greater than 200. To check these, simply enter smit user or smit group at
the command prompt, and enter List All at the menu. Choose numbers for
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your group and ID that are unused on both nodes. When you have done so,
enter this information on your worksheet.

2.7 Sizing the Logical Volumes

These raw logical volumes will store your database. They are automatically

created by the Quick Install program, but you are given the opportunity to
adjust the default sizes. When you have decided upon the sizes for your
logical volumes, enter them on your worksheet.

Remember, if you are using

a Mutual Takeover configuration, you will have a set of logical volumes for

each database. Therefore, you must pick the sizes for both sets of logical
It is a good idea, if it fits your application requirements, to keep

volumes.

these sizes the same for both nodes.

Logical Volume Name Description of File Name Suggested
contents LV size (MB)
informix1dbslv database /dev/rinformix1dbslv 700
temp1dbslb tempcerary tables /dev/rtempidbsiv 250
plegidbslv physical log /dev/rplog1dbslv 12
llogidbslv logical log /dev/rllogidbslv 8

Figure 11. Logical Volumes for Informix Storage

The sizes given for the logical volumes are the default sizes used in the
Quick Install program. You should have used the formulas above to adjust
these sizes, if desired. Please enter the sizes on the worksheet.

Chapter 2. Quick Install Program Preparation

15



16 Informix Cluster POWERsolution Guide



Chapter 3. Running the Quick Install Program

This chapter outlines the steps involved in installing INFORMIX-OnLine
Dynamic Server on a highly available cluster.

Now that you have the necessary information to begin installation, follow
these steps, and let the Quick Install program lead the way. You will run the
program on each node, first on node 1 and next on node 2. If you will be
running a Hot Standby configuration, the convention used is that node 1 is
the main server, and node 2 is the backup. The steps shown are for node 1.
Any changes for node 2 are specified along the way.

NOTE: If you choose to leave the Quick Install program, or are forced out
due to an error, running the script called /tmp/hascripts/cleanup and then
shutting down the node will prepare the machine for the installation process
again. You must pass this script a numeric parameter representing the
configuration type when calling it, as follows:

1 = Mutual Takeover

2 = Rotating Standby

3 = Hot Standby

Example: cleanup 2 will clean up after a failed Rotating Standy configuration.

3.1 Restoring Files from Diskette

Take the diskette provided with this redbook, and put it in the floppy diskette
drive of your system. While signed on as the root user, enter the following
command:

# tar -xvf/dev/rfd0

The files on the diskette will be restored into the directory /tmp/hascripts.

3.2 Starting the Quick Install Program

After you have restored the diskette contents, enter the following commands
as the root user to start the Quick Install Program:

# cd /tmp/hascripts
# ./setup

The Quick Install Program will start and take you to the first prompt.

[0 Copyright IBM Corp. 1997 17



3.3 Declaring Node Number

This first prompt asks you to enter the node on which you are currently
working. If you are working on node 1, enter 1. If you are working on node
2, enter 2.

* HACHP MACHINE NUMBER SELECTION *®
A R A R A R A R L AR R R AR RN SR AR R AN RS

1) Machine/Node H1
2) Machine/Node H2

Select Machine Number:1_

Figure 12. Specifying HACMP Node Number

3.4 Declaring Failover Type

You should have already chosen which failover type you wish to use for this
cluster configuration. If you want a Mutual Takeover configuration, enter 1;
for Rotating Standby, enter 2, and for Hot Standby, enter 3.
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E b b b e B Bl b e B B R e B e D B Bl e ]
* HACHP FALLOYER TYPE SELECTION %

1) Hutuwal Takeover
2) Rotating
3) Hot Standby

Select Fallover Type:_

Figure 13. Declaring Failover Type

3.5 Choosing TTY Port

The available TTY lines are presented to you. This line supports the
non-TCP/IP “heartbeat” between the nodes in the cluster. During the
physical setup of the machines, you should have connected a serial null
modem cable between serial ports on your machines, and created a TTY
device. The existing TTYs will be presented on this prompt. Please select
the appropriate choice for your machine:
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= HACHP TTY HEAERTBEAT CABLE DEYICE 2
L e e o e ]

TTY DEYICE PORT BTATUR
1) ttyd =1 Availahle
2y tiyl =2 Availahle

Select TTY Device:2_

Figure 14. Choosing TTY Port

3.6 Selecting the Network Type

Select 1 if your network is using Ethernet connections, or select 2 if your
network is using token-ring connections.
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£ HACHP NETWORK TYPE SELECTION &

1) Ethernet
2) Token Ring

Select Network Type:1_

Figure 15. Selecting Network Type

3.7 Adapter Configuration Screen

The next screen does all the adapter configuration for you. You must enter
all the appropriate information. You should have gathered this information
while completing the configuration worksheet. If you have an existing
network, and are using IP addresses from that network, the Quick Install
Program will discover these definitions, and present them on the screen for
confirmation. If you do not have an existing network, this screen will come
up with the default IP addresses and labels. Either way, consult your
worksheet for the proper adapter information and make any changes on this
screen.

To make any changes to the label, address, mask, or slot position of the
adapters, just follow these instructions:

To enter/change an adapter label, enter L and a number (Example: LO,
L1).

To enter/change an IP Address, just enter A and a number (Example:
A0,A2).

To enter/change the subnet mask for an adapter just enter M and a
number (Example: MO,M1).
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- To swap the position of two adapters, just enter S followed by the
numbers you want switched (Example: S12).

When you have filled in all the appropriate information enter C to move on.

Below, we will display the screens of nodel and node2 for all three
configurations, as they are all unique. Make sure you are using the
appropriate information for your configuration.

Mutual Takeover Node 1:

A AT AT A A A AT A AR AT AR AR AR R
# HACMP AUAPIER CONFLIGURALLON #*
# Mutual lakcover L
R A R R R B B R R R

HATYPE IF LABEL IP ADDR IP HASK ADAPTER SLOT

0) service nodel 10.0.1.1 255,255,255 .0 M/A
1] boot nodel boot 10.0.1.11 255.255.255.0 antd 4
2) standby nodel_standby 10.0.2.1 255.255.255.0 antl B

A)ddress Llabel M)ask S)wap adapter Clontinue: _
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Mutual Takeover Node 2:

T T T T T PO SO Py e
# HACMP ADAPTER CONFIGURATION #

# Mutual Takeowver *
PRI R R PRI I AL R R PR

HATYPE IF_LABEL IP_ADCR IP_MASK ADAFTER SLOT
Q) service node2 10.0.1.2 255.255.255.0 N/A
1) boot node2_boot 1B.0.1.12 255.255.255.0 entd 4
2?) standbu noda2 standby 10.0.2.2 255.255.2565.0 entl 6

Alddress L)abel M)asle $)wap adapter Clontinuc:

Rotating Standby Node 1:

BEA A S MRS e g Sl AR SR S Bl A e A e SRS e S MBS e S BB SRS bl A S B Sl M A e e A0 e e

EEE LR TR LR R LR R R R R ]
E] HACMP ANAPTFR COMFTGURATTOM =
* Rotating x
AN LN TN T IR LA NN LL R E N ERENEL R LR LELRNNERRTEES

HAIYPE 1P_LABEL LP_ALLUK 1P_MASK AUAPIER SLOI
) shared nodel iIn.0.1.1 Z2ah 250 . 2hh .0 N/A
1) howl nodel bool l0.0.1.11 2iab . 20h 2bhbh 0 anlid <4
2)  slandby nodel slandby 10.0.2.1 255. 255 . 2065 .0 enll 6

N)ddress L)abel M)ask Slwap adapter C)ontinue:

Chapter 3. Running the Quick Install Program
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Rotating Standby Node 2:

P L L L e R
= HACHMP ADAFTER CONFIGURATION *

H Rotating *
EE R R R I R R AR R R R E R

HATYPE IP_LABEL IF_ADDR IF_MASK ADAPTER SLOT
9) shared nodel 16.0.1.1 255.255.255.0 H/A
1} boot node2_hoot 16.0.1.12 255.255,255.0 entd 4
2) standby node2_standhby 6.0 2.2 255.255.255.0 entl i

A)ddrass L)abel M)ask 5)wap adapter Clontinue: _

Hot Standby Node 1:

‘M%MMW%MWMWWWMMMWMMMWWWWWWMWM%%M%%%%WM%W%mMMWWMWWWMMM%WMWMWWWM%W%MW%
7
ATyt /

EE R EL R LR EEEEEEEEEREEEEEREEEEEL S EEEEEEEREEEEEEE]
= HACMP ANAPTFR CONFTGHRATTON *
E3 Hot Standby *
EL R R R R R e R R R R R

HAIYPE 1P_LABEL 1F_AUDR 1F_MASK AUAFIER SLOI
") service nodel 0.1 1.1 2o 2abh . 29h .0 N/A
1) bool riadel bool .. 1.11 20h . 20bh . 2bh. 0 el 4
2)  slandby nodel slandby 18.0.2.1 256 .255.255.0 enll B

Myddress L)abel M)ask S)wap adapter Clontinue: _
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Hot Standby Node 2:

LR AL R LR R L LR R E L EE L AL LT

] HACMP ADAFTER CONFIGURATION #
# Hot Standby #
EE R AR R R, iR R R R
HATYPE IP_LABEL IF_ADDR IF_MASK ADAPTER SLOT
1) service node2 16.0.1.2 255.255.255.0 ento 4
2) standby node2_standby 16.0.2.2 255.255.255.0 entl B

A)ddress L)abel M)ask S)wap adapter Clontinue: _

NOTE: On node 2, after the adapters are configured, you will be prompted
for the label of node 1's boot adapter. This information is necessary for
communication between the nodes during install.

AR B AR AR R R AR A RAR A B AR AR R AR AR AR AR RBRARERER R

# HACMP WODE1 EOQOT LABEL ENTRY #

T e e ]

Enter Node H1 Boot Adapter Label (ex. nodel hoot): _

3.8 Informix Group and User Setup

You are now entering the Informix portion of the installation.
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The members of the "informix” group control database access. This group
should be restricted to superusers only. On the next screen, you will be
prompted for a group ID # for this "informix" group. This ID # must be
unique to the node, but the same on both nodes in the cluster. You should
have already decided this number, and have it written on your worksheet.

EEEEE EEE RS AR E SR L LA RS EEEEEEEEEEESEEE AR EEELEREREESE]

& INFORMIX PRODUCTS USE THE GROUP "informix” INTERNALLY =
# TO CONTROL DNTNBNSE NCCESS. THE MEMBERSHIM OF THIS W
* GROUP SHOULD BE RESTRICTED TO SUPERUSERS ONLY. ADDING =
= REGULAR USERS TO THIS GROUP CAN CAUSE UNIWTENDED AMD =
* UMCONTROLLED DNTNENSE NCCESS. THIS GROUM WILL BE ¥
* CREATED NOW. *
* *

R R e R R E R R ]

Figure 16. Informix Group Information Screen

Enter the ID #, and hit Enter to continue.

26 Informix Cluster POWERsolution Guide



RN RN N NN N NN NN N NN RN NN RN NN NN NN NN
CREAILNG ITHE intormix GROUR
EH AN AR AN AN NSNS A NN NN RN NN R e RSN NR e

THIS GROUP MUST BE GIVEN AN ID # UNIQUE TO THE NODE.
THIS ID H MUST BE THE SAME ON BOTH NODES OF THE
CLUSIER. FIMALLY, IHIS LD H MUSI BE ABUVE 10D0O.
CHECK BOTH MODES FOR A VALID ID H AND CONTIHUE.

intformix GROUP 1D # (EX. 201)%7 _

Figure 17. Informix Group ID # Prompt

The "informix"” user is the superuser for INFORMIX-OnLine Dynamic Server.
This user has access and permissions to all sections of the server. The
"informix" user is the sole member of the "informix" group. We recommend
that no other users be given these same permissions. In the next screen
you will be prompted for a user ID # for this "informix” user. This ID # must
be unique to the node, but the same on both nodes in the cluster. You
should have already decided this number, and have it wriiten on your
worksheet.

Chapter 3. Running the Quick Install Program 27



AR KRN RN MR R N E I NN MM NN N RN E N RN RN R R MR NN
THE USER "informix" IS THE DATABASE EQUIVALENT OF THE
UNTX ROOT ACCOUNT, 50 ANYONE LOGGED IH AS "informix"
GCAN COMPLETELY ACCESS AMY OF THE INFORMIX PRODUCTS AMD
NATARASFS.  MAKF SURF THAT YOU KFFP THF PASSWORND FOR
THTS USFR GCONFTOFNTTAL . THTS USFR WTI1 RF CRFATFN NOW.

E ®
= =
£ =
= =
E3 £
® ®

R R R R e N i i T A R e R R e T R

Figure 18. Informix User Information Screen

Enter the ID #, and hit Enter to continue.

HE SHE HE BHE SR HE HE B0 R S I R SR R R R O I R I B

CREATE USER informix

HE SHE HE O SO HE D BT D S R SO O O S R R K I M MR M R

THIS USER MUST BE GIVEN AN ID # UNIQUE TO THE NODE
THIS ID # MUST BE THE SAME ON BOTH NODES OF THE
CLUSTER. FINALLY, THIS ID H MUST BE RBOVE 100,
CHECK BOTH NODES FOR A VALID ID K AND CONTINUE.

informix USER ID # (EX. 218)7 E

Figure 19. Informix User ID Prompt
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You must enter a password for the newly created "informix" user. This
password will be changed again at initial login.

S E R R R L R T LT LS LS LS PR LS LS EX EE XL
# SETTING PASSWORD #
R E RN E RN E NN NN NN AN NN NN NN AN NE AR RRERRE

THE PASSWORD FOR informix MUST NOW BE TEMPORARILY
SET. PLEASE ENTER A PASSWORD WHEN PROMPTED, THEN
ENTER IT AGAIN FOR CONFORMATION.

EChanging password for “informix"
informix's New password:_

Figure 20. New User Password Prompt

3.9 Create Storage Filesystem

To store all of INFORMIX-OnLine’s scripts and files, we create a filesystem
mounted at "/usr/informix" in rootvg. This filesystem is 200 MB large, has
permissions se0 to 660, and is owned by the "informix” user and group.
This filesystem is set to always mount automatically at system startup.
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LR e R R R R R e R e L R e R R T R R R T

THIS QUICK INSTALL PROGRAM WILL CREATE A FILESYSTEM FOR
STORIMG THE INFORMIX ONLIME SCRIPTS. THIS DIRECTORY,
"tfusr/informix” WILL HAVE PERMISSIONS SET TO "770" AND
WILL BE OWMED BY THE "informix”™ USER AND THE "informix"
GROUP .

L
®
#
£
L
R AR A P LR R R e P L e R L e P E T E e R

-
*
#®
*
-
*

CREATING FLLESYSIEM 10 BE MOUNIED Al fuscfinlormix

Please Wail...

Figure 21. /usr/informix Filesystem Creation
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3.10 Setting up CD-ROM

The INFORMIX-OnLine Dynamic Server CD-ROM install disk must be placed

in the CD-ROM drive. Quick Install will detect your CD-ROM filesystem if it
exists, or create it for you if it doesn’t exist.

T R T LI LT LT
% YOU MUST NOW PUT THE CD-ROM NAMED: %
¢ "TNFORMTH ONI TNF NYNNMTC SFRYFR v 7.23" E
# IN THE CD-ROM DRIVE. CONTINUE WHEN READY. =

LR R - e e e e e e

ENTER "y" TO CONTINUE, OR "exit" TO LEAVE SCRIPT:_

Figure 22. CD-ROM Prompt

3.11 Setting Environment Variables

INFORMIX-OnLine uses four environment variables that are set for you by

Quick Install. These variables appear in the /etc/environment file. The four
variables with their settings are as follows:

+ INFORMIXDIR = /usr/informix
INFORMIXSERVER = nodelsrv

- ONCONFIG = onconfig.nodel

- PATH = $PATH:SINFORMIXDIR/bin

NOTE: In a mutual takeover configuration, the following different settings are
made for node 2:
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INFORMIXSERVER = node2srv
ONCONFIG = onconfig.node2
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3.12 Copying and Installing Files from CD-ROM

After the storage filesystem is created, Quick Install begins to unload the
files from the INFORMIX-OnLine Dynamic Server CD-ROM. The two
products, OnLine connectivity and the OnLine engine, are copied and
installed one after the other. Depending on the speed of your system, this
may take up to ten minutes for each product. This estimate includes both
copy and install time.

e R R e A R L e P R T
= THE SPECIFIC FILES FOR EACH PRODUCT OF INFORMIX ONLINE =
# SERVER WILL WOW EE COPIED FROM THE CD-ROM TO THE NEWLY =
# CREATED /usr/informix DIRECTORY, THEW IMSTALLED. #

LR e R T e e e e R e e e e

Each product may take up to 10 minutes. Please Wait...

Figure 23. Copying Files
When all the files for the first product are copied, you will be prompted for

the License Serial Number and Key located on the card enclosed with your
Informix documentation. These values will be the same for both products.
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éInstaIlation Script

#This installation procedure must be run by root (super-user).

§It will change the owner, group. and mode of all files of this
4package in this directory. There must be a user "informix" and a
4group "informix” known to the system.

EPress RETURN to continue,
4or the interrupt key (usually CTRL-C or DEL) to abort.

AINFORMIX-Connect Wersion 7.23.UC1
4Copyright (C) 1984-1997 Informix Software, Inc.

EEnter your serial number (for example, INFH#X999999) >

Figure 24. License # and Key Prompt for Install

3.13 Creating Physical Storage Space

34

Depending on your failover type, either one or two volume groups will now
be created to hold the raw storage space for OnLine Server. If you are
configuring Rotating Standby or Hot Standby, there will be one volume
group called nodelvg. If you are configuring Mutual Takeover, there will be
two volume groups, nodelvg and node2vg.

This part of the Quick Install Program will check the name of the volume
group to be created and see if it already exists. If so, it will check it for
sufficient disk space and continue on. If the volume group does not exist,
you are asked to create it, and you are shown a list of available disks.
Select a disk by entering its line number:
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HHAAAAEHE RS AN AN

CHECKING FOR GROUP nodelwvg
L Ry L L L R R F T

###THE VOLUME GROUP ¥OU SPECIFIED DOES NOT EXIST lsss
waununnanus]T WILL NOW HAYE TO BE CREATED###usssssss

THE FOLLOWING DISKS ARE AVAILABLE:

1) hdisk2 is attached to the adapter in slot 03
2) hdisk3 is attached to the adapter in slot 03
3) hdisk4 is attached to the adapter in slot 03
4) hdiskS is attached to the adapter in slot 03
5) hdisk6& is attached to the adapter in slot 07
6) hdisk? is attached to the adapter in slot 07

PLEASE MAKE A SELECTION NOW

Figure 25. Creating Volume Group

Once you have selected a disk, you are shown the disk you have already

chosen and asked if you would like to add another disk to the volume group.
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PP P T P e P T PR T R P T P E T E P T T
# BECAUSE YOU HAVE SELECTED HULTIPLE DISKS FOR =
# THE CREATION OF THIS YOLUME GROUP YQU HAVE *
+* THE OPTION OF MIRRORING YOUR LOGICAL VOLUMES. =

EE S R R PR R R R R P R E R P R

WOULD Y¥OU LIKE LOGICAL VOLUMES MIRRORED? iy/n)

Figure 26. Multiple Disk Prompt
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If you select no (n), the volume group will be created. If you select yes (y),
you are shown the available disks again and asked to choose. When you

have selected all the disks you need, select no, and the volume group will
be created.

As the volume group is being created, the filesystem to store the Informix
control scripts for the database is also being created.

If there is only one disk available, it will automatically be chosen and used
to create the volume group.

NOTE: It is a good idea when using two or more disks to create a volume
group to select disks attached to adapters in different slots to allow for the
most effective mirroring. Mirroring will make two copies of the logical
volumes on the volume group, making the cluster even more secure against
failure. You will be prompted after creation as to whether or not you want
mirroring.

NOTE: For mutual takeover, you will go through this section again. On node
2, the volume groups are imported from node 1, and this section is not seen.
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3.14 Creation of Logical Volumes

The list of default logical volumes now appears.

HEEREEE R E RN R R A A TR R R R ERAE RN AR TR R RS R RS RERE R R E R L RE R RS
THE FOLLOWING INFORMIX SPECIFIC LOGICAL VOLUMES WILL =
BE CREATED FOR ONLINE SERVER STORAGE. THE SIZES SHOUN =
ARE BASED ON A COMPANY WITH 32 USERS. PLEASE x
£
s
£

CONSULT THE ACCOMPANYING RED BOCK, RS WELL RS THE
INFORMIX DOCUMENTATION AND ADJUST RCCORDINGLY.

FEREEE R LR R E N R TR R R e R MR RN R E R R ER L R E R E R KRR e

® % ® X ¥ ¥

LOGICAL VOLUME DESCRIPTION SIZE(Mb)
1) informixdbslv database staorage 700

2) tempdbslv temporary workspace 250

3) plogdbslv physical log storage 12

a] llogdbsly legical log storage 8

5) CONTINUE ON AND CREATE LOGICAL VDLUMES
B) EXIT THE PROGRAM

PLEASE MAKE A SELECTIUN:I

Figure 27. Logical Volume Sizing

You will notice that this list matches the list from your worksheet. Match up
the sizes with those you have chosen for your database (the defaults are
shown). If you have any changes, just select the line number of the logical
volume you wish to change. If you want to continue enter 5, and if you want
to exit at this point, enter 6.

When you continue on, you will see each logical volume being created one
by one. Each logical volume will prompt you to specify its location on the
disk. The closer to the center of the disk, the faster the data can be
manipulated. Therefore, an efficient database has its lesser used
information on the outside of the disk.
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The following list allows you to cheoose disk placement:

Where on the disk would you like this logical volume placed? I

sxxxxxNOY CREATING THE FOLLOWING LOGICAL VOLUME: *®xxxx

ek informixldbslveer:

1) middle 4] outer-middle
2) center 5] inner-edge
3) inner-middle 81 outer-edge

Figure 28. Logical Volume Placement

When all the logical volumes have been created, the permissions will be set
to 660, and ownership to "informix" user and group.

NOTE: If you chose a Mutual Takeover Configuration, you have two
databases. You therefore must have two volume groups, and two
filesystems for storage. You will now be taken back to the Create Volume
Group prompt for a second time through.

NOTE: On node 2, the volume groups and logical volumes will be imported
from node 1.

3.15 Editing the onconfig File

38

The rest of the install will require no user specified information. It will start
with copying and editing the "onconfig.std" file located in the
"fusr/informix/etc" directory. This file contains all of the information unique
to your installation of INFORMIX-OnLine.

The onconfig.nodel or onconfig.node2 (mutual takeover) will be the new
configuration files. An example of these files can be found in the
INFORMIX-OnLine Dynamic Server Administrator’'s Guide.
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At

L

E e R e s T

® EDITING THE ONCONFIG.STD FILE AND MOVING IT TO ONCONFIG. NODE1 =

dkdkkdrkkh kb bk dkkhdkhhr kb hr kbbb kkbkkbkE kA Rk Rk h kb kkd ks

Figure 29. Editing the onconfig File

3.16 Editing the sqglhosts File

The next section will update the connectivity file "sqlhosts”, located in the
/usr/informix/etc directory. This file correlates the OnLine server name with
the service port and hostname of the node. An example of this file can be
seen in B.3, “sqlhosts File” on page 58.
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EEEEE RS LR RS EEREEEE LSRR EE LR L LR R LR EEEE L]

# EDITING THE SQLHOSTS FILE IN THE fusr/informix/bin DIRECTORY. =
FERTEREEE R R R LR TR KRR ER R R R E R BE AR LR R A TR X TR R KRR R R LT A

Figure 30. Editing the sqglhosts File

3.17 Editing the /etc/services File

Quick Install will now add service port information to the /etc/services file.
The ports used by Informix are 1526 and 1527 (mutual takeover).

An example of this file can also be seen in B.1, “/etc/services file” on
page 57.
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EE P R R R R R T

# NOW EDITING THE /etc/serwices FILE, AND ADDING INFORMIX ENTRIES =

EET R PP PP R E R e P P PP P T SRR E R UE TR U

Figure 31. Editing the /etc/services File

3.18 INFORMIX-OnLine Setup

This section may take a few minutes. The operations are done in four
phases, and the status of some of the operations will be shown on the
screen so that you may follow along.
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EEEEESEES SRS E RS EESEEE LS EEEEESEE L SRS RS EEE SRR S 2 L

* THE INFORMIX ONLINE SERVER MUST MOW BE INITIALIZED. #
* AFTERWARDS, QUICK INSTALL WILL PERFORM SOME MAINTEMANCE #
* ON THE INFORMIX INSTHMCE. *
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THIS WILL TAKE A FEW MINUTES! PLEASE WAIT....

Figure 32. OnLine Instance Configuration

Phase 1- Initialize the instance of INFORMIX-Online, and create the logical
storage units to correspond with the physical units created earlier in Quick
Install.

Phase 2 - Move the physical log out of the rootdbs and into its own storage
space to increase performance.

Phase 3 - Move the logical log out of the rootdbs and into its own storage
space to increase performance.

Phase 4 - Reinitialize the instance so changes take effect. Bring the
instance down.

3.19 Copying and Linking Necessary Files

42

Finally, the directory /usr/informix/hascripts is created and the start/stop
scripts are placed there. These scripts are used by HACMP to bring OnLine
Server up and down during HACMP startups and failovers. A copy of these
files can be seen in B.4, “Start/Stop Scripts” on page 59.

After the copying of necessary files between nodes, you are finished with
the setup of the first node of the cluster. You must now shut down the
machine. At the prompt enter:

# shutdown -Fr
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* THE INSTALLATION HAS COMPLETED! *
# PLEASE REBODOT THE SYSTEM BEFORE CONTINUING. *
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Figure 33. Tool Completion Screen

You have now finished with the Quick Install Program. If you have just
completed it with Node 1, go now to Node 2, make sure the program has
been restored from the diskette, and run it again there, making the
appropriate responses for Node 2. When you have completed on Node 2,
and rebooted it also, you should be able to start HACMP on each node, and
see it control Informix as an application.
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Chapter 4. Post-Installation Tasks for Informix

When you are done with the Quick Install, you are ready to test.This section

will take you through the steps in testing an HACMP fallover and making
sure the database is started.

4.1 Testing Cluster Synchronization

Testing the HACMP portion of the install can be done with HACMP’s cluster

verification utility. To get to this utility, enter smit hacmp from the command
prompt.

HACME For ALX

#Move cursor to desired item and press Enter.

Cluster Configuration
Cluster Services

Cluster System Management
Cluster Recovery Aids

RAS Support

4F1 Help F2 Refresh

F3 Canccl
4F9 Shell ~~~ F10 Exit

fnter bo

F& Imaqc

Select Cluster Configuration From the next menu, select Cluster

Verification. At the prompt, just press Enter until the process begins.

Run
this tool on both nodes of the cluster.

4.2 Testing HACMP Cluster Services

When are ready to begin failover testing, you must first start the HACMP
services on both nodes. One node at a time, from the command prompt,
enter smit hacmp. Select Cluster Services . The next menu will allow you to
either start, stop, or check on the cluster services.
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After selecting Start Cluster Services , press Enter until the process begins.
When the process is finished, and you get the OK prompt, you can exit out
of SMIT by pressing the F10 key.

To see the progress of the HACMP startup, from the command prompt, type:
# tail -f /tmp/hacmp.out

This will monitor the progress of the startup. When you want exit out of this,
press Ctrl-C.

When you are done, bring up the second node in the same way. To check if
the database is running, type:

# ps -eaf |grep oninit

You should see many oninit entries running. If so your database is up.

To test a failover, simply run the Stop Cluster Services SMIT screen and
select the graceful with takeover option, or power off the machine running
the database. With Rotating or Hot Standby, this will be one of the nodes in
the cluster. With Mutual Takeover, you can power off either machine
because each is serving its own database. On the machine in the cluster
that is still running, execute the following command to watch the takeover
activity:

tail -f /tmp/hacmp.out
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Appendix A. Quick Install Program Worksheets

This Appendix provides worksheets to fill out in preparation for running the
Quick Install Program.

A.1 Mutual Takeover Worksheet

This worksheet is to help you gather the necessary information to smoothly
complete the installation of the Informix database on a highly available
cluster using the Quick Install Program. This worksheet is for the Mutual
Takeover configuration. Please write the information in the areas provided,
and keep it with you during the installation and setup process.

A.1.1 Adapter Information
The following tables hold the adapter information for the cluster. In the
Mutual Takeover configuration, each cluster has a service, standby and boot
adapter. Please fill in the labels and IP addresses for each adapter. As an
example, the boot adapter for node 1 in our sample configuration would
have a label of nodel_boot and an IP address of 10.0.1.11.

Table 1. Nodel Adapters for Mutual Takeover Configuration

Node1 Adapters Adapter Label Adapter Address

Boot Adapter

Service Adapter

Standby Adapter

Table 2. Node 2 Adapters for Mutual Takeover Configuration

Node2 Adapters Adapter Label Adapter Address

Boot Adapter

Service Adapter

Standby Adapter
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A.1.2 Disk Space Sizing

48

The following information is necessary for the sizing of INFORMIX-OnLine
Dynamic Server. Ideally, we want the initial configuration to be perfect, but
that is not possible. If we configure wisely, then little changes made after
the server is running are simple tasks.

NOTE: Keep in mind that mirroring requires double the space. Sizes are in
MB.

Enter the number of expected users, and the number of userthreads,
assuming a four userthreads to one user ratio.

Users and Userthreads:

# of Expected Users
# of Userthreads

Figure 34. Users and Userthreads
Physical Log Size:

PHYSICAL LOG SIZE = userthreads *
max_log_pages_per_critical_section*4*4

Physical Log Size

Figure 35. Physical Log Size
Logical Log Size:

Logical Log Space = (3 logs) * (Userthreads) * (2 log pages) * (page size)

Logical Log Size

Figure 36. Logical Log Size

Temporary and Database Disk Space
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Temporary Disk Space

Informix DB Space

Figure 37. Temporary and Database Disk Space

A.1.3 Group and User Information

You need to find an available Group ID and User ID for both nodel and
node2. These ID #’s must be the same on both machines. The defaults
used in our sample configuration are Group #201, and User #210. To find
this information, enter smit group or smit user, and choose the list option.

Available Group ID #

Available User ID #

A.1.4 Logical Volume Creation Information

The following tables represent the raw logical volumes necessary for

Informix database storage. Please consult the sizing information you
decided upon above.

Logical Volume Name Disk Loecation Planned Size Suggested
LV size (MB)
informix1dbslv center 700
tempidbsib inner-middle 250
plogidbsiv inner-middle 12
llog1dbslv inner-edge 8
root1dbslv outer-middle N/A N/A
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Logical Volume Name Disk Loecation Planned Size Suggested
LV size (MB)
informix2dbslv center 700
temp2dbslb inner-middle 250
plog2dbslv inner-middle 12
lleg2dbslv inner-edge 8
root2dbslv outer-middle N/A N/A

A.2 Rotating Standby Worksheet

This worksheet is to help you in gathering the necessary information to
smoothly complete the installation of the Informix database on a highly
available cluster using the Quick Install Program. This worksheet is for the
Rotating configuration. Please write the information in the areas provided,
and keep it with you during the installation and setup process.

A.2.1 Adapter Information

50

The following tables hold the adapter information for the cluster. In the
Rotating configuration, each cluster has a standby and boot adapter, and a
single service adapter (address and label) is shared between the two nodes.
Please fill in the labels and IP addresses for each adapter. As an example,
the boot adapter for node 1 in our sample configuration would have a label
of nodel boot and an IP address of 10.0.1.11.

Table 3. Nodel Adapters for Rotating Configuration

Node1 Adapters Adapter Label Adapter Address

Boot Adapter

Service Adapter

Standby Adapter
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Table 4. Node2 Adapters for Rotating Configuration

Node2 Adapters Adapter Label Adapter Address
Boot Adapter

Service Adapter Node 1 Service Adapter Node 1 Service Adapter

Standby Adapter

A.2.2 Disk Space Sizing
The following information is necessary for the sizing of INFORMIX-OnLine
Dynamic Server. Ideally, we want the initial configuration to be perfect, but
that is not possible. If we configure wisely, then little changes made after
the server is running are simple tasks.

NOTE: Keep in mind that mirroring requires double the space. Sizes are in
MB.

Enter the number of expected users, and the number of userthreads
assuming a four userthreads to one user ratio.

Users and Userthreads:

# of Expected Users

# of Userthreads

Figure 38. Users and Userthreads
Physical Log Size:

PHYSICAL LOG SIZE = userthreads *
max_log_pages_per_critical_section*4*4

Physical Log Size

Figure 39. Physical Log Size

Logical Log Size:
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Logical Log Space = (3 logs) * (Userthreads) * (2 log pages) * (page size)

Legical Log Size

Figure 40. Logical Log Size

Temporary and Database Disk Space:

Temporary Disk Space

Informix DB Space

Figure 41. Temporary and Database Disk Space

A.2.3 Group and User Information

You need to find an available Group ID and User ID for both nodel and
node2. These ID #’s must be the same on both machines. The defaults
used in our sample configuration are Group #201, and User #210. To find
this information, enter smit group or smit user, and choose the list option.

Available Group ID #

Available User ID #

A.2.4 Logical Volume Creation Information

The following tables represent the raw logical volumes necessary for

Informix database storage. Please consult the sizing information you
decided upon above.
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Logical Volume Name Disk Location Planned Size Suggested
LV size (MB)
informix1dbslv center 700
temp1dbsib inner-middle 250
plogidbsiv inner-middle 12
lliog1dbslv inner-edge 8
root1dbslv outer-middle N/A N/A

A.3 Hot Standby Worksheet

This worksheet is to help you in gathering the necessary information to
smoothly complete the installation of the Informix Database on a highly
available cluster using the Quick Install Program. This worksheet is for the
Hot Standby Configuration. Please write the information in the areas
provided, and keep it with you during the installation and setup process.

A.3.1 Adapter Information:
The following tables hold the adapter information for the cluster. In the Hot
Standby configuration each cluster has a service and standby adapter, but
only node 1 has a boot adapter. Please fill in the labels and IP addresses
for each adapter. As an example, the standby adapter for node 1 in our
sample configuration would have a label of nodel standby and an IP address
of 10.0.2.1.

Table 5. Nodel Adapters for Hot Standby Configuration

Node 1 Adapters Adapter Label Adapter Address

Boot Adapter

Service Adapter

Standby Adapter
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Table 6. Node2 Adapters for Hot Standby Configuration

Node 2 Adapters Adapter Label Adapter Address

Service Adapter

Standby Adapter

A.3.2 Disk Space Sizing

The following information is necessary for the sizing of INFORMIX-OnLine
Dynamic Server. Ideally, we want the initial configuration to be perfect, but
that is not possible. If we configure wisely, then little changes made after
the server is running are simple tasks.

NOTE: Keep in mind mirroring requires double the space. Sizes are in MB.

Enter the number of expected users, and the number of userthreads
assuming a four userthreads to one user ratio.

Users and Userthreads:

# of Expected Users

# of Userthreads

Figure 42. Users and Userthreads
Physical Log Size:

PHYSICAL LOG SIZE = userthreads *
max_log_pages_per_critical_section*4*4

Physical Log Size

Figure 43. Physical Log Size
Logical Log Size:

Logical Log Space = (3 logs) * (Userthreads) * (2 log pages) * (page size)
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Logical Log Size

Figure 44. Logical Log Size

Temporary and Database Disk Space:

Temporary Disk Space

Informix DB Space

Figure 45. Temporary and Database Disk Space:

A.3.3 Group and User Information

You need to find an available Group ID and User ID for both nodel and node
2. These ID #'s must be the same on both machines. The defaults used in
our sample configuration are Group #201, and User #210. To find this
information, enter smit group or smit user, and choose the list option.

Available Group ID #

Available User ID #

A.3.4 Logical Volume Creation Information

The following tables represent the raw logical volumes necessary for

Informix database storage. Please consult the sizing information you
decided upon above.
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Logical Volume Name Disk Location Planned Size Suggested
LV size (MB)
informix1dbslv center 700
tempidbslb inner-middle 250
plog1dbslv inner-middle 12
llog1dbslv inner-edge 8
roct1dbslv outer-middle N/A N/A
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Appendix B.

Informix Configuration Files

This appendix provides listings of the various configuration files that are
updated by the Quick Install Program.

B.1 /etc/services file

This listing ot the /etc/services file show the ports added for Informix at the
bottom:

isode-dua 17007/ udp

dtspc B112/tcp

clinfo_deadman 6178/ tcp
clm_keepalive 6255 /udp

cllockd 5100/ udp

clm_pts 5208/ tcp

clsmuxpd B270/tcp

clm_1lkm 5150/ tcp

clm_smux G175/ tcp

godm 5177/ tcp

hodel_ swvc 1526/ tcp HBinformix
Bode2_svc 1527/ tcp Hinformix

Figure 46. /etc/services File

B.2 /etc/environment file

This is a listing of the /etc/environment file, after the running of the Quick
Install Program:

[0 Copyright IBM Corp. 1997
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H E
H Searching the current directory last is usually a BIG time saver

H If fusr/uchb is at the beginning of the PATH the B5D wersion of commands will
H be found.

H ;
PATH=/usr/informix/bin: . : fusr/bin: fetc: /usr/sbin: fusr/ucb: fusr/bin/X11: /sbin: /us
r/sbin/cluster: fusr/sbhin/cluster/diag: fusr/sbin/cluster/utilities: /usr/sbin/clus
ter/sbin: fusr/local/bin ]
INFORMIXDIR=/usr/informix

ONCONFIG=0nconfig.nodel

INFORMIXSERVER=nodelsrv

Figure 47. /etc/environment File

B.3 sglhosts File

This listing shows the sqlhosts file after the running of the Quick Install
Program:
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Figure

E-E- - - - - - - \§

AR
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L

INFORMIX SOFTWARE, INC. B

N

PROPRIETARY DATA

THIS DOCUMENT CONTAINS TRADE SECRET DATA WHICH IS THE PROPERTY OF
INFORMIX SOFTWARE, INC. THIS DOCUMENT IS SUBMITTED TO RECIPIENT IN
CONFIDENCE. INFORMATION CONTAINED HEREIN MAY NOT BE USED, COPIED OR
DISCLOSED IN WHOLE OR IN PART EXCEPT RS PERMITTED BY WRITTEN AGREEMENT
SIGNED BY AN OFFICER OF INFORMIX S0FTWARE, INC.

THIS MATERIAL I3 ALSO COPYRIGHTED AS AN UNPUBLISHED WORK UNDER
SECTIONS 104 AND 408 OF TITLE 1Y OF THE UNITED STATES CODE.
UNAUTHORIZED USE, COPYING OR OTHER REPRODUCTION IS PROHIBITED BY LAW.

Title: sqlhosts. demo
Scecsid: @(#)sqlhosts. demo 9.2 7/15/93 15:20:45
Description:

Default sqlhosts file for running demos.

FEEEEE R EEE TR TR PR E TR PR E TR R R R PR R TR E R R R T Y
nodelsrv ansoctcp nodel service 13286
node2srv onsoctcp node2_service 15271

48. sqlhosts File

B.4 Start/Stop Scripts

The following scripts are put in place and configured into the HACMP

application servers to automotically start and stop the Informix database

engines at the correct times.

This is the script provided with the Quck Install Program that starts up the

first database.

Appendix B. Informix Configuration Files
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fEﬁﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂﬁﬂﬂhﬂﬂﬂﬂﬂﬁﬂhﬂﬂﬂﬁﬂﬂﬂﬁﬂﬁﬂﬂﬂﬂﬁﬁﬂﬂﬂﬂﬂﬂﬂhﬂﬂﬂﬂﬂﬁﬁﬂﬂﬂﬂﬂﬂﬂﬁﬁﬂﬂﬂﬂﬁﬂﬂhﬂﬂﬂﬂ
E DECEMBER 1997

: J. SCOTT BRUDNER

fﬂTHIS PROGRAM HANDLES THE STARTUP PROCEDURES FOR THE INFORMIX ONLINE DYNRMIC
4HSERVER ON NODE1. NOTHING PASSEC IN, NOTHING PASSED OUT.
PEEEESEEEREREPEEREEELERE SRR REEEEESBESEEERTEELBEEREE SRR EEEEEEEPEEREFESEEEERE B
dexport INFORMIXDIR=/usr/informix j
Aexport INFORMIXSERVER=nodelsrv

#export PRTH=SPATH: 3INFORMIXDIR/bin

dexport ONCOMFIG=onconfig.nodel

Achvg -a'n’ nodelug

ichmod BBO /dev/*dbslv

dchown informix. informix /dev/#xdbslv

Honinit

isleep 10

|"start D1" 15 lines, 616 characters

Figure 49. Start_D1 Script

This script starts up the second database. It is used in the Mutual Takeover
configuration.

60 Informix Cluster POWERsolution Guide



% e

e e i A

DECEMBER 1887
H J. SCOTT BRUDNER
BTHIS PROGRAM HANDLES THE STARTUP PROCEDURES FOR THE INFORMIX ONLINE DYMAMIC
HSERVER ON NODE 2. NOTHING PASSED IN, NOTHING PASSED OUT.
BHHHAHEBHAHHEHH BB HE B H B HE R HEHH BB HE BHE B HHEHH BB HH HHE B HE A B HE B
export INFORMIXDIR=/usr/informix
export INFORMIXSERVER=nodelZsrv
export PRTH=$PATH: $INFORMIXDIR/bin
export ONCONFIG=onconfig. node2
chvg -a'n’ node2vg
chmod E6E /dev/xdbslv
chouwn informix. informix /devs/=dbslv
oninit
sleep 10

Ustart D2' 15 lines, B17 characters ..o

Figure 50. Start_D2 Script

This script is used to do a graceful stop of the first database.
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ACHARHEE AR AR B HH Y R R HEER HE R R HRE R HHR B R R A Y
L DECEMBER 1997

L J. 5COTT BRUDNER

AHTHIS PROGRAM HANDLES THE SHUTDOWN PROCEDURES FOR THE INFORMIX ONLINE DYNAMWIC
AHSERVER OM NODE1. NOTHING PASSED IN, NOTHING PRSSED OUT.

AHHHHHEHAREHH AR EHAHHE R HBEH AR HEEH R RRHBRH A HHBHA SR BB BHABHA SR EHH B R B A S HEH
fexport INFORMIXDIR=/usr/informix

#export INFORMIXSERVER=nodelsrv

dexport PATH=$PATH: $INFORMIXDIR/bin

fexport ONCONFIG=gnconfig.noedel

donmode -ky

e T

EE ]

7

I'stop D1" 11 lines 535 characters .00 0 0 0 . ;

Figure 51. Stop_D1 Script

This script is used to do a graceful stop on the second database. It is used
in the Mutual Takeover configuration only.
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Figure

G
E1:
A#THIS PROGRAM HANDLES THE SHUTDOWN PROCEDURES FOR THE INFORMIX ONLINE DYNAMIC

HSERVER ON NODE 2.

Zexport
jexport
fdexport
dexport
Zonmode

-ky

"stop_D2"

ELELEE EEELELEEE R LEEEELE LB EEE LR LR L LR B EEE LR SRR LR S LA ELE L ELER RS
INFORMIXDIR=/usr/informix :
INFORMIXSERVER=node2srv

PATH=SPATH: $INFORMIXDIR/bin

ONCONFIG=onconfig.node2

11 lines,

E éftl9"11!/?10/)11/110#lllbﬂl'll!/)/ﬂt'lﬂl)l!/tlﬂlllﬂ'ﬂﬂtbllll0f)lllbﬂlllff)/ﬂ"1ﬂlllﬂtlﬂlhﬂ'ﬂ0/)/;//')10&/11)/0)1l!/)/ﬂ)/l!I)lﬂtlﬂlllﬂ'ﬂﬂlbﬂ'}lﬂf)fllbﬂl')l!/)/ﬂn'/lflllﬂilﬂlllﬂﬂﬂlbllll0f)lll,' s

Vi e

JEﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬁﬂﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ
DECEMBER 1997 :
J. SCOTT BRUDNER

NOTHING PASSED IN, NOTHING PASSED OUT.

536 characters

52. Stop_D2 Script
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Appendix C. Special Notices

This publication is intended to help cluster administrators or service
providers to quickly and easily set up a two node HACMP cluster with the
Informix database as the application. The information in this publication is
not intended as the specification of any programming interfaces that are
provided by HACMP for AIX or the Informix Database products. See the
PUBLICATIONS section of the IBM Programming Announcement for HACMP
for AIX for more information about what publications are considered to be
product documentation.

References in this publication to IBM products, programs or services do not
imply that IBM intends to make these available in all countries in which IBM
operates. Any reference to an IBM product, program, or service is not
intended to state or imply that only IBM's product, program, or service may
be used. Any functionally equivalent program that does not infringe any of
IBM's intellectual property rights may be used instead of the IBM product,
program or service.

Information in this book was developed in conjunction with use of the
equipment specified, and is limited in application to those specific hardware
and software products and levels.

IBM may have patents or pending patent applications covering subject
matter in this document. The furnishing of this document does not give you
any license to these patents. You can send license inquiries, in writing, to
the IBM Director of Licensing, IBM Corporation, 500 Columbus Avenue,
Thornwood, NY 10594 USA.

Licensees of this program who wish to have information about it for the
purpose of enabling: (i) the exchange of information between independently
created programs and other programs (including this one) and (ii) the
mutual use of the information which has been exchanged, should contact
IBM Corporation, Dept. 600A, Mail Drop 1329, Somers, NY 10589 USA.

Such information may be available, subject to appropriate terms and
conditions, including in some cases, payment of a fee.

The information contained in this document has not been submitted to any
formal IBM test and is distributed AS IS. The information about non-IBM
("vendor”) products in this manual has been supplied by the vendor and IBM
assumes no responsibility for its accuracy or completeness. The use of this
information or the implementation of any of these techniques is a customer
responsibility and depends on the customer's ability to evaluate and
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integrate them into the customer's operational environment. While each
item may have been reviewed by IBM for accuracy in a specific situation,
there is no guarantee that the same or similar results will be obtained
elsewhere. Customers attempting to adapt these techniques to their own
environments do so at their own risk.

Any performance data contained in this document was determined in a
controlled environment, and therefore, the results that may be obtained in
other operating environments may vary significantly. Users of this
document should verify the applicable data for their specific environment.

Reference to PTF numbers that have not been released through the normal
distribution process does not imply general availability. The purpose of
including these reference numbers is to alert IBM customers to specific
information relative to the implementation of the PTF when it becomes
available to each customer according to the normal IBM PTF distribution
process.

The following terms are trademarks of the International Business Machines
Corporation in the United States and/or other countries:

AlXO Application System/4000
IBMO PROFSO
RISC System/60000

Other company, product, and service names may be trademarks or
service marks of others.
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Appendix D. Related Publications

The publications listed in this section are considered particularly suitable for

a more detailed discussion of the topics covered in this redbook.

D.1 International Technical Support Organization Publications

For information on ordering these ITSO publications see “How to Get ITSO

Redbooks” on page 69.

High Availability on the RISC System/6000 Family, SG24-4551

An HACMP Cookbook, SG24-4553

Disaster Recovery with HAGEO: An Installer’'s Companion, SG24-2018

Oracle Cluster POWERsolution Guide, SG24-2019

D.2 Redbooks on CD-ROMs

Redbooks are also available on CD-ROMs. Order a subscription
receive updates 2-4 times a year at significant savings.

CD-ROM Title Subscription
Number
System/390 Redbooks Collection SBOF-7201
Networking and Systems Management Redbooks Collection SBOF-7370
Transaction Processing and Data Management Redbook SBOF-7240
AS/400 Redbooks Collection SBOF-7270
RS/6000 Redbooks Collection (HTML, BkMgr) SBOF-7230
RS/6000 Redbooks Collection (PostScript) SBOF-7205
Application Development Redbooks Collection SBOF-7290
Personal Systems Redbooks Collection SBOF-7250

and

Collection Kit
Number
SK2T-2177
SK2T-6022
SK2T-8038
SK2T-2849
SK2T-8040
SK2T-8041
SK2T-8037
SK2T-8042

D.3 Other Publications

These publications are also relevant as further information sources:

HACMP for AIX, Version 4.2.1: Concepts and Facilities, SC23-1938

HACMP for AIX, Version 4.2.1: Planning Guide, SC23-1939
HACMP for AIX, Version 4.2.1: Installation Guide, SC23-1940

HACMP for AlX, Version 4.2.1: Administration Guide, SC23-1941
HACMP for AlX, Version 4.2.1: Troubleshooting Guide, SC23-1942
HACMP for AIX, Version 4.2.1: Programming Locking Applications,

SC23-1943

HACMP for AIX, Version 4.2.1: Programming Client Applications,

SC23-1944

HACMP for AIX, Version 4.2.1: Master Index and Glossary, SC23-1945
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How to Get ITSO Redbooks

This section explains how both customers and IBM employees can find out about ITSO redbooks,
CD-ROMs, workshops, and residencies. A form for ordering books and CD-ROMs is also provided.

This information was current at the time of publication, but is continually subject to change. The
latest information may be found at http://www.redbooks.ibm.com.

How IBM Employees Can Get ITSO Redbooks

Employees may request ITSO deliverables (redbooks, BookManager BOOKs, and CD-ROMs) and
information about redbooks, workshops, and residencies in the following ways:

PUBORDER — to order hardcopies in United States

GOPHER link to the Internet - type GOPHER.WTSCPOK.ITSO.IBM.COM
Tools disks

To get LIST3820s of redbooks, type one of the following commands:

TOOLS SENDTO EHONE4 TOOLS2 REDPRINT GET SG24xxxx PACKAGE
TOOLS SENDTO CANVM2 TOOLS REDPRINT GET SG24xxxx PACKAGE (Canadian users only)

To get BookManager BOOKs of redbooks, type the following command:
TOOLCAT REDBOOKS
To get lists of redbooks, type one of the following commands:

TOOLS SENDTO USDIST MKTTOOLS MKTTOOLS GET ITSOCAT TXT
TOOLS SENDTO USDIST MKTTOOLS MKTTOOLS GET LISTSERV PACKAGE

To register for information on workshops, residencies, and redbooks, type the following command:
TOOLS SENDTO WTSCPOK TOOLS ZDISK GET ITSOREGI 1998

For a list of product area specialists in the ITSO: type the following command:
TOOLS SENDTO WTSCPOK TOOLS ZDISK GET ORGCARD PACKAGE

Redbooks Web Site on the World Wide Web

http://w3.itso.ibm.com/redbooks

IBM Direct Publications Catalog on the World Wide Web

http://www.elink.ibmlink.ibm.com/pbl/pb1

IBM employees may obtain LIST3820s of redbooks from this page.

REDBOOKS category on INEWS

Online — send orders to: USIB6FPL at IBMMAIL or DKIBMBSH at IBMMAIL

Internet Listserver

With an Internet e-mail address, anyone can subscribe to an IBM Announcement Listserver. To
initiate the service, send an e-mail note to announce@webster.ibmlink.ibm.com with the keyword
subscribe in the body of the note (leave the subject line blank). A category form and detailed
instructions will be sent to you.
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How Customers Can Get ITSO Redbooks

Customers may request ITSO deliverables (redbooks, BookManager BOOKs, and CD-ROMs) and
information about redbooks, workshops, and residencies in the following ways:

Online Orders — send orders to:

IBMMAIL

usib6fpl at ibmmail
caibmbkz at ibmmail
dkibmbsh at ibmmail

Internet
usib6fpl@ibmmail.com
Imannix@vnet.ibm.com
bookshop@dk.ibm.com

In United States:
In Canada:
Outside North America:

Telephone orders

1-800-879-2755
1-800-1BM-4YOU

United States (toll free)
Canada (toll free)

Outside North America
(+45) 4810-1320 - Danish
(+45) 4810-1420 - Dutch
(+45) 4810-1540 - English
(+45) 4810-1670 - Finnish
(+45) 4810-1220 - French

(long distance charges apply)
(+45) 4810-1020 - German
(+45) 4810-1620 - ltalian
(+45) 4810-1270 - Norwegian
(+45) 4810-1120 - Spanish
(+45) 4810-1170 - Swedish

Mail Orders — send orders to:

IBM Publications

Publications Customer Support
P.O. Box 29570

Raleigh, NC 27626-0570

USA

IBM Publications

144-4th Avenue, S.W.
Calgary, Alberta T2P 3N5
Canada

IBM Direct Services
Sortemosevej 21
DK-3450 Allergd
Denmark

Fax — send orders to:

United States (toll free)
Canada
Outside North America

1-800-445-9269
1-403-267-4455
(+45) 48 14 2207 (long distance charge)

1-800-IBM-4FAX (United States) or (+1)001-408-256-5422 (Outside USA) — ask for:

Index # 4421 Abstracts of new redbooks

Index # 4422 IBM redbooks

Index # 4420 Redbooks for last six months
Direct Services - send note to softwareshop@vnet.ibm.com
On the World Wide Web

Redbooks Web Site
IBM Direct Publications Catalog

http://www.redbooks.ibm.com
http://www.elink.ibmlink.ibm.com/pbl/pbl

Internet Listserver

With an Internet e-mail address, anyone can subscribe to an IBM Announcement Listserver. To
initiate the service, send an e-mail note to announce@webster.ibmlink.ibm.com with the keyword
subscribe in the body of the note (leave the subject line blank).
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IBM Redbook Order Form

Please send me the following:

Title Order Number Quantity
First name Last name

Company

Address

City Postal code Country

Telephone number Telefax number VAT number

¢ Invoice to customer number

¢ Credit card number

Credit card expiration date Card issued to Signature

We accept American Express, Diners, Eurocard, Master Card, and Visa. Payment by credit card not

available in all countries. Signature mandatory for credit card payment.

How to Get ITSO Redbooks
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List of Abbreviations

ANSI American National Standards Institute
APA  All Points Addressable

ASCIlI American Standard Code for Information
Interchange

AS/400 Application System/400
CASE Computer Assisted Software Engineering
DNS Domain Name Server

DSMIT Distributed System Management
Interface Tool

GODM Global Object Data Manager

HACMP High Availability Cluster
Multi-Processing
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HANFS High Availability Network File System

IBM International Business Machines
Corporation

ITSO International Technical Support
Organization

ODM Object Data Manager

OLTP On Line Transaction Processing
PROFS Professional Office System

SMIT System Management Interface Tool
VGDA Volume Group Descriptor Area
VGSA Volume Group Status Area
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letc/services file 40
lusr/informix filesystem 29

A

adapter configuration 21

B

bibliography 67

C

cascading cluster 4
cluster synchronization testing 45

D

database disk space 11
disk space sizing 7

E

environment variables 31
etc/services file 57

F

failover type 18

H

hot standby configuration 3
hot standby worksheet 53

Informix group and user setup 25
INFORMIXDIR directory 8
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INFORMIXDIR variable 31
INFORMIXSERVER variable 31

L

license serial number and key 33
logical logs 10

logical volume placement 38
logical volumes, sizing 15

M

mirroring 12, 36

mutual takeover 4

mutual takeover configuration 4
mutual takeover worksheet 47

N

network adapters, assigning 12
network type 20
node number 18

O

onconfig file 38
ONCONFIG variable 31

P

password 29

PATH variable 31
permissions 38

physical log size 9

physical storage, creating 34

R

rotating Ccuster 3
rotating standby configuration 1
rotating standby worksheet 50
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shared volume group creation 34
sqglhosts file 39, 58

start/stop scripts 59
synchronization 45

T

temporary disk space 11
tty port 19

U

userthreads 9

W

worksheets 47
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ITSO Redbook Evaluation

Informix Cluster POWERSsolution Guide
SG24-2020-00

Your feedback is very important to help us maintain the quality of ITSO redbooks.

this questionnaire and return it using one of the following methods:

Use the online evaluation form found at http://www.redbooks.com
Fax this form to: USA International Access Code + 1 914 432 8264
Send your comments in an Internet note to redbook@vnet.ibm.com

Please rate your overall satisfaction  with this book using the scale:
(1 = very good, 2 = good, 3 = average, 4 = poor, 5 = very poor)

Overall Satisfaction
Please answer the following questions:

Was this redbook published in time for your needs? Yes No

If no, please explain:

Please complete

What other redbooks would you like to see published?

Comments/Suggestions: ( THANK YOU FOR YOUR FEEDBACK! )
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