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Notices

This information was developed for products and services offered in the U.S.A.

IBM may not offer the products, services, or features discussed in this document in other countries. Consult
your local IBM representative for information on the products and services currently available in your area.
Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM
product, program, or service may be used. Any functionally equivalent product, program, or service that
does not infringe any IBM intellectual property right may be used instead. However, it is the user's
responsibility to evaluate and verify the operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter described in this document.
The furnishing of this document does not give you any license to these patents. You can send license
inquiries, in writing, to:

IBM Director of Licensing, IBM Corporation, North Castle Drive Armonk, NY 10504-1785 U.S.A.

The following paragraph does not apply to the United Kingdom or any other country where such provisions
are inconsistent with local law: INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES
THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED,
INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer
of express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made
to the information herein; these changes will be incorporated in new editions of the publication. IBM may
make improvements and/or changes in the product(s) and/or the program(s) described in this publication at
any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any
manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the
materials for this IBM product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it believes appropriate without
incurring any obligation to you.

Information concerning non-IBM products was obtained from the suppliers of those products, their published
announcements or other publicly available sources. IBM has not tested those products and cannot confirm
the accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on
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Preface

This IBM Redbook is designed as a study guide for professionals wishing to
prepare for the certification exam to achieve IBM Certified Specialist - Cluster
1600 managed by PSSP.

The Cluster 1600 managed by PSSP certification validates the skills required to
install and configure PSSP system software and to perform the administrative
and diagnostic activities needed to support multiple users in an SP environment.
The certification is applicable to specialists who implement and/or support
Cluster 1600 managed by PSSP systems.

This redbook helps Cluster 1600 specialists seeking a comprehensive and
task-oriented guide for developing the knowledge and skills required for
certification. It is designed to provide a combination of theory and practical
experience needed for a general understanding of the subject matter. It also
provides sample questions that will help in the evaluation of personal progress
and provides familiarity with the types of questions that will be encountered in the
exam.

This redbook does not replace the practical experience you should have.
Instead, it is an effective tool that, when combined with education activities and
experience, should prove to be a very useful preparation guide for the exam. Due
to the practical nature of the certification content, this publication can also be
used as a desk-side reference. So, whether you are planning to take the
RS/6000 SP and PSSP exam, or whether you just want to validate your RS/6000
SP skills, this book is for you.

The AIX® and RS/6000® Certifications offered through the Professional
Certification Program from IBM® are designed to validate the skills required of
technical professionals who work in the powerful and often complex
environments of AIX and RS/6000. A complete set of professional certifications
is available. They include:

IBM Certified AIX User

IBM Certified Specialist - RS/6000 Solution Sales

IBM Certified Specialist - AIX 5L™ System Administration
IBM Certified Specialist - AIX System Support

IBM Certified Specialist - Cluster 1600 Managed by PSSP
Cluster 1600 Sales Qualification

IBM Certified Specialist - AIX HACMP

IBM Certified Specialist - Domino® for RS/6000

IBM Certified Specialist - Web Server for RS/6000

VyVVYyVYYVYVYVYYVYYY
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» IBM Certified Specialist - Business Intelligence for RS/6000
» IBM Certified Advanced Technical Expert - RS/6000 AIX

Each certification is developed by following a thorough and rigorous process to
ensure that the exam is applicable to the job role and is a meaningful and
appropriate assessment of skill. Subject matter experts who successfully perform
the job participate throughout the entire development process. These job
incumbents bring a wealth of experience into the development process, thus
making the exams more meaningful than the typical test that only captures
classroom knowledge. These experienced subject matter experts ensure that the
exams are relevant to the real world and that the test content is both useful and
valid. The result is a certification of value, which appropriately measures the skill
required to perform the job role.

For additional information about certification and instructions on how to register
for an exam, call IBM at 1-800-426-8322 or visit the IBM Certification Web site at:

http://www.ibm.com/certify

The team that wrote this redbook

This redbook was produced by a team of specialists from around the world
working at the International Technical Support Organization, Austin Center.
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RS/6000, pSeries, and AlX fields since 1993. He has worked at IBM Germany for
16 years. His areas of expertise include RS/6000 and pSeries hardware,
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Introduction

This guide is not a replacement for the SP product documentation or existing
ITSO redbooks, or for the real experience of installing and configuring SP
environments.

SP knowledge alone is not sufficient to pass the exam. Basic ALX and ALX admin
skills are also required.

You are supposed to be fluent with all topics addressed in this redbook before
taking the exam. If you do not feel confident with your skills in one of these
topics, you should go to the documentation referenced in each chapter.

The SP Certification exam is divided into two sections:

» Section One - |s a series of general SP- and PSSP-related questions.

» Section Two - Is based on a scenario in a customer environment that begins
with a basic SP configuration. In this scenario, as a customer’s requirements
evolve, so does the SP configuration. As the scenario develops, additional
partitions, nodes, frames, and system upgrades are required.

In order to prepare you for both sections, we have included a section in each
chapter that lists the key concepts that should be understood before taking the
exam. This scenario is described in 1.2, “The test scenario” on page 3.
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1.1 Book organization

This guide presents you with all domains in the scope of the IBM eServer Cluster
1600 managed by PSSP certification exam. The structure of the book follows the
normal flow that a standard Cluster 1600 installation takes.

Part 1, “System planning” on page 5, contains chapters dedicated to the initial
planning and setup of a standard Cluster 1600 managed by PSSP. It also
includes concepts and examples about PSSP security and user management.

Part 2, “Installation and configuration” on page 273, contains chapters describing
the actual implementation of the various steps for installing and configuring the
control workstation, nodes, and switches. It also includes a chapter for system
verification as a post-installation activity.

Part 3, “Application enablement” on page 393, contains chapters for the planning
and configuration of additional products that are present in most SP installations,
such as the IBM Virtual Shared Disk and the IBM Recoverable Virtual Shared
Disk, as well as GPFS. There is also a section dedicated to problem
management tools available in PSSP.

Part 4, “On-going support” on page 417, contains chapters dedicated to software
maintenance, system reconfiguration including migration, and problem
determination procedures and checklists.

Each chapter is organized as follows:

» Introduction - This contains a brief overview and set of goals for the chapter.

» Key concepts you should study - This section provides a list of concepts that
need to be understood before taking the exam.

» Main section - This contains the body of the chapter.

» Related documentation - Contains a comprehensive list of references to SP
manuals and redbooks with specific pointers to the chapters and sections
covering the concepts in the chapter.

» Sample questions - A set of questions that serve two purposes: To check your
progress with the topics covered in the chapter, and to become familiar with
the type of questions you may encounter in the exam.

» Exercises - The purpose of the exercise questions is to further explore and
develop areas covered in the chapter.

There are many ways to perform the same action in an SP environment:
Command line, SMIT or SMITTY, spmon -g (PSSP 2.4 or earlier), IBM SP
Perspectives, and so on. The certification exam is not restricted to one of these
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methods. You are expected to know each one, in particular the syntax of the
most useful commands.

1.2 The test scenario

To present a situation similar to the one you may encounter in the SP
Certification exam, we have included a test scenario that we use in all sections of
this study guide. The scenario is depicted in Figure 1-1.

We start with the first frame (Frame 1) and 11 nodes, and then add a second
frame (Frame 2) later when we discuss reconfiguration in Part 3.

15 sp3n15 31 sp3n31
eng 19216831115 | fen0 192.168.32.131
13sp3n13| 14 sp3n14 29 sp3n29
n0 en0 —en0 192.168.32.129
11sp3n11|12 sp3n12 27 sp3n27
192.168.31.XX n0 en0 ——en0 192.168.32.127
9 sp3n09|10 sp3n10 25sp3n25[26 sp3n26
no en0 ——en0 en0 192.168.32.XX
7 sp3n07|8 sp3n08 23sp3n23|24 sp3n24
en0 en0 ——Jen0 en0
5 sp3n05|g sp3n06 21sp3n21|22 sp3n22
en0 en0 I len0 en0
! sp3n01en1 BlS v sp3n17en1 BlS
" 192.168.31.11 —1en1192.168.32.117
sp3n01 sp3n17
en0192 168.3.11 en0 192 168.3.117
SWITCH SWITCH
Frame 1 Frame 2

192.168.3.XX

sp3en0 [192.168.3.130

Figure 1-1 Study guide test environment

The environment is fairly complex in the sense that we have defined two
Ethernet segments and a boot/install server (BIS) to better support our future
expansion to a second frame, where we will add a third Ethernet segment and an
additional boot/install server for the second frame.
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Although, strictly speaking, we should not need multiple Ethernet segments for
our scenario, we decided to include multiple segments in order to introduce an
environment where networking, and especially routing, has to be considered.
Details about networking can be found in Chapter 3, “Cluster 1600 networking”
on page 101.

The boot/install servers were selected following the default options offered by
PSSP. The first node in each frame is designated as the boot/install server for
the rest of the nodes in that frame.

The frame numbering was selected to be consecutive because each frame has
thin nodes in it; hence, it cannot have expansion frames. Therefore, there is no
need skipping frame numbers for future expansion frames.
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Part 1

System
planning

This part contains chapters dedicated to the initial planning and setup of a
standard Cluster 1600 managed by PSSP. It also includes concepts and
examples about PSSP security and user management.
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Validate hardware and
software configuration

In this chapter the hardware components of the SP and IBM @server Cluster
1600 are discussed, such as node types, control workstations, Hardware
Management Console, Logical Partitioning, frames, and switches. It also
provides additional information on disk, memory, and software requirements
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2.1 Key concepts you should study

The topics covered in this section provide a good preparation toward the
RS/6000 SP and IBM eServer Cluster 1600 certification exam. Before taking the
exam, you should understand the following key concepts:

>

»

»

| 2

The hardware components that comprise an SP system.
The types and models of nodes, frames, and switches.
Hardware and software requirements for the control workstation.

Levels of PSSP and AIX supported by nodes and control workstations
(especially in mixed environments).

2.2 Hardware

The basic components of the IBM eServer Cluster 1600 and RS/6000 SP are:

>

>

»

The frame with its integral power subsystems
External and internal processor nodes

Optional dependent nodes that serve a specific function, such as high-speed
network connections

Optional SP Switch, Switch-8, and SP Switch2 to expand your system

A control workstation (a high-availability option is also available) and
Hardware Management Console (HMC)

Network connectivity adapters and peripheral devices, such as tape and disk
drives

These components connect to your existing computer network through a local
area network (LAN), thus making the RS/6000 SP system accessible from any
network-attached workstation.

Figure 2-1 on page 9 shows a sample of IBM eServer Cluster 1600 components.
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RS/6000 SP rack-mounted servers pSeries 680

SP switch network

Trusted Administrative Ethernet

RS-232

0]

RS-232

pSeries 660

pSeries 690

RS/6000 or pSeries
control workstation
running PSSP cluster
management
software

Figure 2-1 Sample of Cluster 1600 managed with PSSP

The building block of RS/6000 SP is the frame. There are two sizes: The tall
frame (1.93 meters high) and the short frame (1.25 meters high). RS/6000 SP
internal nodes are mounted in either a tall or short frame. A tall frame has eight
drawers, while a short frame has four drawers. Each drawer is further divided
into two slots. A thin node occupies one slot; a wide node occupies one drawer
(two slots), and a high node occupies two drawers (four slots). An internal power
supply is included with each frame. Frames get equipped with optional processor
nodes and switches.

There are five current types of frames:

» The tall model frame

The short model frame
The tall expansion frame
The short expansion frame
The SP Switch frame

vvyyy
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2.2.1 Overview of the available frames

For the Cluster 1600, RS/6000 SP internal nodes and SP Switch/SP Switch2
several frames are available to fit the needs of the desired configuration. A quick
summary shows the available frames and their description:

» 7040-TO0 19-inch system rack containing p630 (7028-6C4) or p660
(7026-6xx) servers or I/O drawers

» 7040-T42 19-inch system rack containing p630 (#7028) or p660 (#7026)
servers or I/O drawers

» 7040-W42 24-inch system frame containing p655 servers (#7039-651) or 1/0
drawers

» 9076-550 SP frame containing nodes or nodes and switch, including
expansion frame (F/C 1550)

» 9076-55H SP frame containing nodes or nodes and switch (administrative
field conversion of legacy 79-inch model frame), including expansion frame
(F/C 1550)

» 9076-555 SP Cluster Switch Frame, which can contain up to one SP Switch
» 9076-556 SP Switch2 Frame, which can contain up to eight SP Switch2s

» 9076-557 SP Switch Model for 19-inch rack, which can contain up to one SP
Switch

» 9076-558 SP Switch2 Model for 19-inch rack, which can contain up to two SP
Switch2s

Model 550 - a 1.93m frame

» With eight empty node drawers for either eight wide nodes, 16 thin nodes, or
four high nodes

» A 10.5 kW, three-phase SEPBU power subsystem

Model 555 - a 1.93m SP Switch frame

This frame provides switch ports for Cluster 1600 systems of two to 16 logical
nodes. For configurations of 17 to 32 nodes, you need to add an SP expansion
frame (F/C 1555) containing one SP Switch.

» With one SP Switch node switch board, F/C 4011
» A 10.5 kW, three-phase SEPBU power subsystem

Model 556 - a 2.01m SP Switch2 frame

The Model 556 and F/C 2034 share the 79 in./2.01m frame and covers of the
pSeries 690.This frame provides node switch board (NSB) ports for Cluster 1600
and SP processor nodes for both single and two-plane switch configurations
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within scaling limits. Installation of more than four SP Switch2s requires the
addition of a frame extender for cable management (F/C 9941).

» It has an integral SEPBU power supply

» One to eight SP Switch2 node switch boards F/C 4012, but no processor
nodes.

Model 557 - SP Switch package

The Model 557 consists of one SP Switch (F/C 4011) packaged with an SEPBU
power supply having redundant power input cables. This package is installed at
the customer site. It occupies 16 EIA positions in a separately-ordered, IBM 19”
rack (M/T 7014 model T0O0). The two Model 557 power input cables connect to
one receptacle in each of two separate Power Distribution Bus (PDB) outlets in
the rack.The Model 557 provides switch ports for Cluster 1600 systems. See
Figure 2-2 for a physical overview of the Model 557 package.

Frame
|~

SP Switch Assembly

Figure 2-2 Model 557 SP Switch package overview

Chapter 2. Validate hardware and software configuration 11



Model 558 - SP Switch2 package

The Model 558 consists of one to two SP Switch2s (F/C 4012) packaged with an
SEPBU power supply having redundant power input cables. This package is
installed at the customer site. It occupies 16 EIA positions in a
separately-ordered, IBM 19-inch rack (M/T 7014 Model TOO or M/T 7014 Model
T42). The Model 558 power input cables connect to one receptacle in each of
two separate PDB outlets in the rack.The Model 558 provides node switch board
(NSB) ports for Cluster 1600 systems. See Figure 2-3 for a physical overview of
the Model 558 SP Switch2 package.

Frame

SP Switch2 Assemblies|

Figure 2-3 Model 558 SP Switch2 package overview

Expansion frame F/C 1550

This expansion frame is a 1.93 m (75.8 inch) tall frame with eight empty node
drawers and a 10.5 kW three-phase SEPBU power supply, and is used in Model
550, 3BX, 20X, 30X, 40X, and 55H systems. For these frames, you order the
processor nodes and optional switches separately. A switch and up to sixteen
thin nodes, eight wide nodes, or four high nodes can be installed in each frame

12 IBM @server Certification Study Guide: Cluster 1600 Managed by PSSP



as permitted by system configuration rules. There are also two possible
expansion frame configurations:

» Non-switched expansion frame - only processor nodes can be installed. The
unused switch ports of another frame can be used.

» Switched expansion frame - both processor nodes and switch board are
installed in the frame.

SP Switch frame F/C 2031

An SP Switch Frame (F/C 2031) is a base (empty), tall frame with integral
SEPBU power supply, equipped with four SP Switch intermediate switch boards
(ISB) but no processor nodes. The SP Switch Frame is required for systems
using more than five SP Switches; it interconnects all the switches in the system.
An SP Switch Frame supports systems with from 65 to 128 nodes; however, it
can also be configured into systems with fewer than 65 nodes to greatly simplify
future expansion as more switches are added.

SP Switch2 frame F/C 2032

An SP Switch2 Frame is a base, tall frame with integral SEPBU power supply,
equipped with four SP Switch2 intermediate switch boards (ISB), including their
interposers, but no processor nodes. The SP Switch2 frame is required for
systems having more than five switches; it interconnects all the switches in the
system.For two-plane applications (F/C 9977), four additional SP Switch2 ISBs
(F/C 2033) are installed in the SP Switch2 Frame. An SP Switch2 frame supports
systems with from 65 to 128 logical nodes; however, it can also be configured
into systems with fewer than 65 nodes to greatly simplify future expansion as
more switches are added.

SP Switch2 expansion frame F/C 2034

An SP Switch2 Expansion Frame shares the 79 in./2.01m frame and covers of
the pSeries 690. It has an integral SEPBU power supply, equipped with four SP
Switch2 intermediate switch boards (ISB), including their interposers, but no
processor nodes. This frame is required for systems configured with the Model
556 having more than five node switch boards in one switch plane; it
interconnects all the node switch boards in the system.

The model frame is always the first frame in an SP system. It designates the type
or model class of your SP system. The optional model types are either a tall
frame system or a short frame system. Other frames that you connect to the
model frame are known as expansion frames. The SP Switch frame is used to
host switches or Intermediate Switch Boards (ISB), which are described later in
this chapter. This special type of frame can host up to eight switch boards.

Since the original RS/6000 SP product was made available in 1993, there have
been a number of model and frame configurations. The frame and the first node
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in the frame were tied together forming a model. Each configuration was based
on the frame type and the kind of node installed in the first slot. This led to an
increasing number of possible prepackaged configurations as more nodes
became available.

The introduction of a new tall frame in 1998 is the first attempt to simplify the way
frames and the nodes inside are configured. This new frame replaces the old
frames. The most noticeable difference between the new and old frame is the
power supply size. Also, the new tall frame is shorter and deeper than the old tall
frame. With the new offering, IBM simplified the SP frame options by telecopying
the imbedded node from the frame offering. Therefore, when you order a frame,
all you receive is a frame with the power supply unit(s) and a power cord. All
nodes, switches, and other auxiliary equipment are ordered separately.

All new designs are completely compatible with all valid SP configurations using
older equipment. Also, all new nodes can be installed in any existing SP frame
provided that the required power supply upgrades have been implemented in
that frame.

Note: Tall frames and short frames cannot be mixed in an SP system.

2.2.2 Tall frames

The tall model frame (model 55x) and the tall expansion frame (F/C 1550) each
have eight drawers, which hold internal nodes and an optional switch board.
Depending on the type of node selected, an SP tall frame can contain up to a
maximum of 16 thin nodes, eight wide nodes, or four high nodes. Node types
may be mixed in a system and scaled up to 128 nodes (512 by special request).
There is also the Tall Frame model 555 (feature 1555) that requires one SP
Switch and a minimum of two clustered RS/6000 or pSeries servers controlled by
a CWS. The other new model frame 556 requires an SP Switch2 and also a
minimum of two clustered RS/6000 or pSeries servers controlled by a CWS.

2.2.3 Short frames

The short model frame (model 500) and the short expansion frame (F/C 1500)
each have four drawers, which hold internal nodes, and an optional switch board.
Depending on the type of node selected, an SP short frame can contain up to a
maximum of eight thin nodes, four wide nodes, or two high nodes. Also, node
types can be mixed and scaled up to only eight nodes. Therefore, for a large
configuration or high scalability, tall frames are recommended.
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Only the short model frame can be equipped with a switch board. The short
expansion frame cannot hold a switch board, but nodes in the expansion frame
can share unused switch ports in the model frame.

Figure 2-4 illustrates short frame components from the front view.

Processor Node

LED and Control Breaker™ | | Elﬁg__l Processor Node
—1 (Slot 8)
Processor Node -
(Slot 7)

oL Switch Assembly

el

Je
i Fi
48 Volt Power Modules  C(Optional) / D/
i

Figure 2-4 Front view of short frame components

2.2.4 SP Switch frames

The SP Switch frame is defined as a base offering tall frame equipped with either
four or eight Intermediate Switch Boards (ISB). This frame does not contain
processor nodes. It is used to connect model frames and switched expansion
frames that have maximized the capacity of their integral switch boards. Switch
frames can only be connected to data within the local SP system.

The base level SP Switch frame (F/C 2031) contains four ISBs. An SP Switch
frame with four ISBs supports up to 128 nodes. The base level SP Switch frame
can also be configured into systems with fewer than 65 nodes. In this
environment, the SP Switch frame will greatly simplify future system growth.
Figure 2-5 on page 16 shows an SP Switch frame with eight ISBs.

Note: The SP Switch frame is required when the sixth SP frame with an SP
Switch board is added to the system and is a mandatory prerequisite for all
large scale systems.
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Figure 2-5 SP Switch frame with eight Intermediate Switch Boards (ISB)

2.2.5 Power supplies

Tall frames come equipped with redundant (N+1) power supplies; if one power
supply fails, another takes over. Redundant power is an option with the short
frames (F/C 1213). These power supplies are self-regulating units. Power units
with the N+1 feature are designed for concurrent maintenance; if a power unit
fails, it can be removed and repaired without interrupting the running processes
on the nodes.

A tall frame has four power supplies. In a fully populated frame, the frame can
operate with only three power supplies (N+1). Short frames come with one power
supply, and a second, optional one, can be purchased for N+1 support.

Figure 2-6 on page 17 illustrates tall frame components from front and rear
views.

The power consumption depends on the number of nodes installed in the frame.
For details, refer to RS/6000 SP: Planning, Volume 1, Hardware and Physical
Environment, GA22-7280.
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Figure 2-6 Front and rear views of tall frame components

2.2.6 Hardware control and supervision

Each frame (tall and short) has a supervisor card. This supervisor card connects
to the control workstation through a serial link, as shown in Figure 2-7 on

page 18.

The supervisor subsystem consists of the following components:

» Node supervisor card (one per processor node)
» Switch supervisor card (one per switch assembly)

» Internal cable (one per thin processor node or switch assembly)

» Supervisor bus card (one per thin processor node or switch assembly)

» Frame supervisor card
» Serial cable (RS-232)

» Service and Manufacturing Interface (SAMI) cable
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A cable connects from the frame supervisor card (position A) to the switch
supervisor card (position B) on the SP Switch or the SP-Switch-8 boards and to
the node supervisor card (position C) of every node in the frame. Therefore, the
control workstation can manage and monitor frames, switches, and all in-frame
nodes.

2.3 Cluster 1600 nodes

The Cluster 1600 includes both the basic RS/6000 SP building block with
standard nodes, and internal nodes and the external nodes that are known as
SP-attached servers. Each node is a complete server system comprising of
processors, memory, internal disk drive, expansion slots, and its own copy of the
AlX operating system. The basic technology is shared with standard RS/6000
and pSeries workstations and servers, but differences exist that allow nodes to
be centrally managed. There is no special version of AlX for each node. The
same version runs on all RS/6000 and pSeries systems.

Standard nodes can be classified as those that are inside the RS/6000 SP frame
and those that are not.

2.3.1 Internal nodes

Internal nodes can be classified, based on their physical size, as thin, wide, and
high nodes. Thin nodes occupy one slot of an SP frame, while wide nodes
occupy one full drawer of an SP frame. A high node occupies two full drawers
(four slots).

Since 1993, when IBM announced the RS/6000 SP, there have been 17 internal
node types, excluding some special on-request node types. The three most
current nodes are: 375/450 MHz POWER3™ SMP thin nodes, 375/450MHz
POWERS SMP wide nodes and the 375 MHz POWER3 SMP high nodes.

Note:

With PSSP 3.5 and AIX5L, the following internal nodes are still supported:
» The 332 MHz SMP thin and wide nodes

» The 200 MHz POWERS3 SMP thin and wide nodes

» The 222 MHz POWERS3 SMP high node

With AIX 5.2, no more microchannel RS/6000 type nodes are supported.
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375/450 MHz POWER3 SMP thin nodes

The 375 MHz POWERS-1I SMP thin node can have two or four 64-bit 375 MHz
processors, 256 MB to 16 GB of memory (in two memory cards), two 32-bit PCI
slots, a slot for either the SP Switch MX2 adapter or the SP Switch2 MX adapter,
integrated Ethernet (10/100 Mbit), 4.5 GB to 18.2 GB of mirrored internal DASD,
integrated Ultra SCSI, and an external RS-232 connection with active heartbeat
used only by the HACMP application. The faster 450 MHz POWERS3-II processor
is also available. It contains the latest POWERS-II processor technology with the
benefit of the huge 8 MB L2 cache and 20% more CPU speed. The thin node can
also be upgraded to a wide node.

375/450 MHz POWERS3 SMP wide nodes

The 375 MHz POWERS3 SMP wide node can have up to two 64-bit 375 MHz
processor cards with two CPUs on each card, 256 MB to 16 GB of memory (in
two memory cards), two 32-bit PCI slots and eight 64-bit PCI slots, a slot for
either the SP Switch MX2 adapter or the SP Switch2 MX adapter, integrated
Ethernet (10/100 Mbit), four internal disk bays 4.5 GB to 111.6 GB of mirrored
internal DASD, integrated Ultra SCSI, and an external RS-232 connection with
active heartbeat used only by the HACMP application.The 375/450 MHz thin and
wide nodes are equivalent to the IBM RS/6000 7044-270 workstation.The faster
450 MHz POWERS-II processor is also available. It contains the latest
POWERS-II processor technology with the benefit of the huge 8 MB L2 cache
and 20% more CPU speed.

375 MHz POWER3 SMP high nodes

The POWER3 SMP high node consists of 4, 8, 12, or 16 CPUs (in 4 processor
cards) at 375 MHz. Each node has 1 GB to 64 GB of memory (in 4 card slots), an
integrated 10/100 Mbps , an integrated Ultra SCSI bus, 2 disk storage bays, 5
PCI slots (one 32-bit slot, four 64-bit slots), and 6 expansion 1/O unit connections
that support three SP Expansion 1/0O Unit loops.

Table 2-1 POWERS3 nodes overview

Resource 375/450MHz thin/wide 375MHz SMP high node
Processor 2 or 4 way POWERS3-II at 4,8, 12, 16 way at

375 MHz or 450 MHz POWERS3-II 375 MHz
Memory 256 MB to 16 GB 1 GB to 64 GB
Cache 8 MB L2
PCI slots 2 (thin)/10 (wide) 5 (one 32-bit, four 64-bit)

1/0 drawers/additional PCI
slots

N/A

1 to 6 (each drawer has
eight 64-bit slots) / 48
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2.3.2 External nodes

An external node is a kind of processor node that cannot be housed in the frame
due to its large size. These nodes, such as the RS/6000 7017-S70, 7026-H80,
and 7040-690 are also known as SP-attached servers. Table 2-2 shows
supported SP-attached server configurations.

Table 2-2 Supported SP-attached servers

SP-attached Servers | HMC-attached Standard RS232 Custom RS232
connection to connection to
Cws Cws

M/T 7040

IBM @server pSeries | Yes Yes No

670

IBM @server pSeries | Yes Yes No

690

M/T 70392

IBM @server Yes Yes No

pSeries 655

M/T 7038

IBM @server pSeries | Yes Yes No

650

M/T 7028

IBM @server pSeries | Yes Yes No

630

M/T 7026°

IBM @server pSeries | No No Yes

660 models 6H1, 6HO

and 6M1

RS/6000 models M80 No No Yes

and H80

M/T 7017

IBM @server pSeries | No No Yes

680

RS/6000 model S80, No No Yes

S7A and S70
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a. M/T 7039 requires RS-422 connections between the HMC and the Bulk Power
Controllers on the M/T 7040-W42 frame used with the 7039 server.
b. For M/T 7026 servers only, an SP Internal Attachment Adapter.

Overall, an Ethernet connection to the SP LAN may require an SP-supported
card and a customer-supplied cable.

SP-attached servers

The RS/6000 SP performance can be enhanced by using SP-attached servers.
These external nodes operate as nodes within the SP system and provide
scalability. They excel in capacity and scalability in On-line Transaction
Processing (OLTP), Server Consolidation, Supply Chain Management, and
Enterprise Resource Planning (ERP), such as SAP, where single large database
servers are required. The attachment to the SP system is done in several ways.
For more information, refer to IBM (e)server Cluster 1600: Planning, Installation,
and Service, GA22-7863.

Note: With PSSP 3.5 and AIX5L, the following external nodes are still
supported:

» The RS/6000 Enterprise Server H80, M80, and S80
» The RS/6000 Enterprise Server S70 or S7A

2.3.3 POWER4™ technology

The POWERA4 processor is a high-performance microprocessor and storage
subsystem utilizing IBM’s most advanced semiconductor and packaging
technology. A POWER4 system logically consists of multiple POWER4
microprocessors and a POWER4 storage subsystem, interconnected to form an
SMP system. Physically, there are three key components:

» The POWER4 processor chip contains two 64-bit microprocessors, a
microprocessor interface controller unit, a 1.41 MB (1440 KB) level-2 (L2)
cache, a level-3 (L3) cache directory, a fabric controller responsible for
controlling the flow of data and controls on and off the chip, and chip/system
pervasive functions.

» The L3 merged logic DRAM (MLD) chip, which contains 32 MB of L3 cache.
An eight-way POWER4 SMP module will share 128 MB of L3 cache
consisting of four modules each of which contains two 16 MB merged logic
DRAM chips.

» The memory controller chip features one or two memory data ports, each 16
bytes wide, and connects to the L3 MLD chip on one side and to the
Synchronous Memory Interface (SMI) chips on the other.
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The POWER4 chip

The POWERA4 chip is a result of advanced research technologies developed by
IBM. Numerous technologies are incorporated into the POWERA4 to create a
high-performance, high-scalability chip design to power pSeries systems. Some
of the advanced techniques used in the design and manufacturing processes of
the POWERA4 include copper interconnects and Silicon-on-Insulator.

Four POWER4 chips can be packaged on a single module to form an 8-way
SMP. Four such modules can be interconnected to form a 32-way SMP. To
accomplish this, each chip has five primary interfaces. To communicate to other
POWER4 chips on the same module, there are logically four 16-byte buses.
Physically, these four buses are implemented with six buses, three on and three
off.

To communicate to POWER4 chips on other modules, there are two 8-byte
buses, one on and one off. Each chip has its own interface to the off chip L3
across two 16-byte wide buses, one on and one off, operating at one third
processor frequency. To communicate with 1/0O devices and other compute
nodes, two 4-byte wide GX buses, one on and one off, operating at one third
processor frequency, are used. Finally, each chip has its own JTAG interface to
the system service processor.

The POWER4+ chip

POWER4+ is IBM's newest 64-bit microprocessor, which takes advantage of the
most advanced 0.13 micron fabrication process and contains over 180 million
transistors. The POWER4+ chip is available in the 1.2, 1.45, 1.5 and 1.7 GHz
versions.

POWER4+ is based on POWER4 and also contains two processors, a
high-bandwidth system switch, a large memory cache and I/O interface. L1, L2
caches and L2, L3 directories on the POWER4+ chip are manufactured with
spare bits in their arrays that can be accessed via programmable steering logic
to replace faulty bits in the respective arrays. This is analogous to the redundant
bit steering employed in main store as a mechanism to avoid physical repair that
is also implemented in POWER4+ systems. The steering logic is activated during
processor initialization and is initiated by the Built-in System Test (BIST) at
Power On time.

L3 cache redundancy is implemented at the cache line granularity level.
Exceeding correctable error thresholds while running causes invocation of a
dynamic L3 cache line delete function, capable of up to two deletes per cache. In
the rare event of solid bit errors exceeding this quantity, the cache continues to
run, but a message calling for deferred repair is issued. If the system is rebooted
without such repair, the L3 cache is placed in bypass mode and the system
comes up with this cache deconfigured.
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M/T 7017
server
overview

M/T 7017 servers

The RS/6000 7017 Enterprise Server Model S70, Model S7A, Model S80 and
pSeries 680 Model S85 are packaged in two side-by-side units. The first unit is

the Central Electronics Complex (CEC). The second unit is a standard 19-inch
I/O tower. Up to three more 1/O towers can be added to a system. Figure 2-8 on
page 25 shows the RS/6000 7017 Enterprise Server scalability.

Table 2-3 M/T 7017 overview

32-bit/64-bit at 33
MHz bus speed

Resource S70 S7A S80 S85
Processors 4, 8, 12 way 4,8, 12 way 64-bit | 6, 12, 18, 24 way 6, 12, 18, 24 way
64-bit PowerPC® | PowerPC RS64-1 | 64-bit PowerPC 64-bit PowerPC
RS64-| at at 262 MHz RS64-lll at 450 RS64-Ill at 450
125 MHz MHz MHz or 64-bit
RS64-1V at 600
MHz
Memory 05GBto32GB | 1GBto32GB 2 GB to 96 GB 2 GBto 96 GB
Cache per 64 KB Data 64 KB Data 128 KB Data 128 KB Data
processor instruction L1 instruction L1 instruction L1 instruction L1
4 MB L2 8 MB L2 8 MB L2 16 MB L2
1/0 drawer minimum 1
maximum 4
PCI slots 14 to 56

Each 1/O rack accommodates up to two I/O drawers (maximum four drawers per
system) with additional space for storage and communication subsystems. The
base I/O drawer contains:

A high-performance 4.5 GB GB Ultra SCSI disk drive

»

vVvyyvyvyYyvyy

A CD-ROM

A 1.44 MB 3.5-inch diskette drive

A service processor

Eleven available PCI slots
Two available media bays
Eleven available hot-swappable disk drive bays

Each additional I/O drawer contains:

» Fourteen available PCI slots (nine 32-bit and five 64-bit) providing an
aggregate data throughput of 500 MB per second to the I/O hub
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» Three available media bays
» Twelve available hot-swappable disk drive bays

When all four I/O drawers are installed, the 7017 contains twelve media bays,
forty-eight hot-swappable disk drive bays, and fifty-six PCI slots per system.

—>
Base System
22.3" 25.5"

1/0 Rack Expandability

CEC 110 110 1/0 110
880 Ibs 286 Ibs (Empty) One 1/O Drawer Required in First Rack

Processors

56 Slots (4 /0 Drawers)

ey I/O Drawers up to 38 Terabytes of Storage (Max)

Power (95 to 135 Ibs)

Figure 2-8 RS/6000 7017 Enterprise Server S70/S7A/S80 system scalability

M/T 7026 M/T 7026 pSeries 660 servers

pSeries 660  The 7026 servers offer 64-bit performance with either RS64-11l or RS64-1V

overview processors installed. There are 1, 2, 4, 6, and 8-way configurations available with
possible 450 MHz, 500 MHz, 600 MHz, 668 MHz and 750 MHz processor
speeds, depending on the model. Reliability features such as chipkill, power
supply redundancy, hot plug, and more, are already implemented. Memory is
also expandable from 256 MB up to 64 GB. The pSeries 660 offers an innovative
design that makes it ideal for mission-critical ERP/SCM, Data Warehouse/Data
Mart, OLTP, and e-business applications. It blends copper silicon-on-insulator
technology and larger memory capacity with a proven system architecture to give
you reliability you can count on. Refer to Table 2-4 on page 26.
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Table 2-4 M/T 7026 overview

Resource 7026-H802 7026-M80P° p660 6HOC p660 6H19 p660 6M1°€
Processor 1,2,40r 2,4,6o0r 1, 2 or 4-way 1, 2, 4-way at 2, 4-way at
6-way at 450 8-way at 500 at 450 MHz, 450 MHz, 600 | 500 MHz or
MHz or 500 MHz 600 MHz or MHz or 750 750 MHz or 6,
MHz 750 MHz MHz, 6-way at | 8 way at 750
668 MHz or MHz
750 MHz
Memory 256 MB to 16 1GB to 32GB 256 MB to 32 256 MB to 32 210 64 GB
GB GB GB
Cache 2MB L2 4MB L2 2MB L2 2 MB L2 4MB L2 (500
(1-way) or 4 (1-way) or (1-way MHz) or 8 MB
MB L2 4MB L2 (450 450/600 MHz) | L2 (750 MHz)
MHz/600 4MB (450/600
MHz) or 8 MB | MHz) 8 MB
L2 (750 MHz) (668/750 MHz)
PCl slots 141028 (4 14 to 56 (4 1410 28 (4 141028 (4 14 to 56 (4
32-bit slots at 32-bit slots at 32-bit slots at 32-bit slots at 32-bit slots at
33 MHz bus 33 MHz bus 33 MHz bus 33 MHz bus 33 MHz bus
speed and 10 speed and 10 speed and 10 speed and 10 speed and 10
64-bit slots at 64-bit slots at 64-bit slots at 64-bit slots at 64-bit slots at
66 MHz bus 66 MHz bus 66 MHz bus 66 MHz bus 66 MHz bus
speed per speed per speed per speed per speed per
drawer) drawer) drawer) drawer) drawer)
1/0O Drawer 1to2 1to4 1to2 1to2 1to4
Internal disk 0to 36.4 GB 010 36.4 GB 0to 72.8 GB 0to72.8 GB 0to72.8 GB
storage

Internal media

Diskette drive
CD-ROM
Tape drive

Diskette drive
CD-ROM
Tape drive

Diskette drive
CD-ROM
Tape drive

Diskette drive
CD-ROM
Tape drive

Diskette drive
CD-ROM
Tape drive

a. With RS64-Il1l processor
b. With RS64-Ill processor
c. With 450 MHz RS64-IIl processor or 600/750 MHz RS64-1V processor

d. With 450 MHz RS64-11l processor or 600/668/750 MHz RS64-IV processor

e. With 500 MHz RS64-11l processor or 750 MHz RS64-1V processor

M/T 7028
server
overview
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M/T 7028 pSeries 630 server

The 7028 IBM eServer pSeries 630 Model 6C4 is a rack-mount server. The
Model 6C4 provides the power, capacity, and expandability required for
e-business computing. It offers 64-bit scalability via the 64-bit POWER4 or
POWER4+ processor packaged as 1-way and 2-way cards. With its
two-processor positions, the Model 6C4 can be configured into 1-, 2- or 4-way
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M/T 7039
server
overview

configurations. The processor cards operate at 1.0 GHz with 32 MB of L3 cache
per processor card, or 1.2 and 1.45 GHz with 8 MB of L3 cache per processor.
Memory DIMMs are mounted on the CPU card and can contain up to 32 GB of

memory.

Table 2-5 M/T 7028 p630 overview

Resource 7028 p630 6C4

Processor 1,2 or 4 way at 1 GHz POWER4 or 1.2
GHz, 1.45 GHz POWER4+

Memory 110 32 GB

Cache 32 KB - 64 KB Data - instruction L1 cache

1.5 MB L2 cache
8 MB L3 cache

Maximum logical partitions (LPARS)

4

Maximum 64-bit PCI-X slots (at 133MHz
bus speed)

4 with 1GHz POWERA4 processor
6 with 1.2, 1.45 GHz POWER4+

Internal disk storage

18.2 GB to 587.2 GB

7311-D20 1/O drawer/additional PCI-X
slots/hot swap media bays

0to 2/7 to 14/12-24

Internal media

CD-ROM, DVD-RAM, DVD-ROM,

diskette drive

M/T 7039 pSeries 655 server

Using the POWER4 and POWER4+ 64-bit processors with different processor
speeds, the goal was to make as many as 128 processors per frame available for
High Performance computing. In a 24-inch rack, 16 nodes (each node is a thin
node) can fit, with up to 8 processors in each node. Advanced Multichip Module
(MCM) packaging, similar to that used in IBM zSeries®™ servers, places either
four 1.3 GHz or eight 1.1 GHz POWERA4, or four 1.7 GHz or eight 1.5 GHz
POWER4+ processors into a package that can fit in the palm of your hand.

To further enhance performance, 128 MB of Level 3 (L3) cache are packaged
with each MCM. L3 cache helps stage information more efficiently from system
memory to application programs.

The additional 1/0 drawers are 7040-61D drawers that are connected either with
RIO (500 MHz speed) or RIO-2 (1 GHz speed) loops. The maximum bandwidth
can be achieved when both RIO loops are connected to one CPU drawer (CEC).
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Refer to Table 2-6 for an overview of the system specifications. For a system
configuration overview refer to Figure 2-9 on page 29.

Table 2-6 M/T 7039 p655 overview

Resource

7039 p655 model 651

Processor

4-way 1.7 GHz, high memory bandwidth
processors

8-way 1.5 GHz, dual core implementation for
greater density

4-way 1.3 GHz, high memory bandwidth
processors

8-way 1.1 GHz, dual core implementation for
greater density

Memory

4 GB to 32 GB?

Cache

32 KB/64 KB Data - instruction L1
5.6MB L2
128MB L3

Maximum logical partitions (LPARS)

4

Internal 64-bit PCI-X slots

3

1/0 drawer

One 7040-61D I/O Drawer with 20 hot swap
PCI slots and additional 16 Ultra-3 SCSI hot
swap disk slots. The 1/O contains two I/O
planars with 10 PCI slots each and each I/O
planar can attach to one single CEC.

Internal disk storage

18.2 GB to 146.8 GB (mirrored)

a. 64 GB of memory is available by special order on POWER4+ systems.
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Figure 2-9 M/T 7039 system maximum configuration overview

Table 2-7 shows detailed descriptions for the components of the 7039 maximum
configuration shown in Figure 2-9.

Table 2-7 Description for p655 maximum configuration

Processor Subsystem or may be
empty

Item | What? Description
1 7040 Model W42 Bulk Power N/A
Subsystem
2 pSeries 655 Processor Subsystem | Five or six processor subsystems
maximum with five I/O drawers
3 May contain sixth pSeries 655 N/A
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Item

What?

Description

7040 Model 61D 1/0O Subsystem

At least four I/O subsystems must be
daisy-chained to processor subsystems
to achieve the 5-drawer maximum.

Empty in this maximum I/O
configuration

No IBF installed

Hardware Management Console

One HMC standard, one optional

Cables

Five RS 232 cables (one to each
processor subsystem for the 5-processor
configuration)

Six RS 232 cables for the 6-processor
configuration

Two RS 422 cables from each HMC
attach to each BPC. A maximum of 4 RS
422 cables per rack.

M/T 7040 pSeries 670 and 690 servers

The eServer pSeries 670 and 690 offer reliability features such as chipkill
memory, power supply and fan redundancy, hot plug, dynamic CPU

decollation—to name just a few. The scalability ranges from four up to 32
processors, 8 GB to 512 GB of memory, and a maximum of 160 PCI slots
available. Dynamic logical partitioning (DPLAR) makes it possible to add or
remove resources without interrupting the running application. Memory;,
processors, and adapters can be added or removed. For more information, refer
to IBM pSeries 670 and pSeries 690 System Handbook, SG24-7040.

Table 2-8 M/T 7040 overview

Resource

pSeries 670

pSeries 690 / 690+

Processors

GHz

4, 8 or 16 64-bit POWER4 /
POWER4+ at 1.1 GHz /1.5

8,16, 24 or 32 POWER4 /
POWER4+ at 1.1 GHz, 1.3
GHz /1.5 GHz, 1.7 GHz

Memory

8 GB to 256 GB

8 GBto 512 GB

Cache

128 MB L3

32 KB-64 KB Data instruction L1
5.7 MB/6.0 MB L2

Maximum logical 16
partitions (LPARs)

32
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pSeries
firmware
verification and
update

Resource pSeries 670 pSeries 690 / 690+
Maximum 64-bit PCI 60 160
slots (133 MHz bus
speed)
Internal disk storage minimum 36.4 GB minimum 36.4 GB
maximum 7.0 TB maximum 18.7 TB
1/0 drawer minimum 1 minimum 1
maximum 3 maximum 8
Internal media diskette drive
DVD-RAM and/or CD ROM
20/40 GB 4mm tape drive

The 1/O drawers have 20 PCI/PCI-X slots available and offer a hot-plug function
to add/remove/replace adapters from the drawer without powering down the
machine.

pSeries firmware verification and update

All the Cluster 1600-supported pSeries servers have firmware installed that
resides in the machine itself and controls some of the hardware functions. It is
responsible for failure detection and much more.

You can check your firmware level on your pSeries system with the 1smcode
command shown in Example 2-1.

Example 2-1 Check firmware level with the Ismcode command

root@c3pocws:/home/root> Tsmcode -c
System Firmware level is SPH02066
Service Processor Tevel is sh020307

The 1smcode command has several flags available for all kinds of reports to look
at. You can use 1smcode -A to display all microcode levels and firmware levels of
your machine. The flags are shown in Table 2-9.

Table 2-9 Ismcode flags

Flag Description

-A Displays microcode level information for all supported devices. Using this
flag assumes the -r flag.

-C Displays the microcode/firmware levels without using menus.

-d Name Displays microcode level information for the named device.
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Flag Description

-r Displays the microcode/firmware levels in a tabular format. The microcode
level is preceded by a Type if supported or required.

For all systems you can go to the IBM homepage and check the latest firmware
level available for your machine. It is important for some machines to be on a
certain level of firmware, since enhancements such as LPAR enablement and so
on depend on the installed level. Refer to this homepage for the latest available
levels:

http://techsupport.services.ibm.com/server/mdownload2/download.html

The Microcode Discovery Service is the latest tool and is available on a CD. You
can also download the CD ISO image and produce your own CD. This tool helps
you to verify and check your systems for the latest microcode and firmware
versions. To use it, you need to install the Inventory Scout first, which is
automatically installed on all HMCs for pSeries.

Microcode Discovery Service gives you two ways to generate a real-time
comparison report showing subsystems that may need to be updated. One
possible way is to use a secure Internet connection, the other is a report
generated on a system without Internet access which can be sent from another
system with secure Internet access. For more detalils, refer to:

https://techsupport.services.ibm.com/server/aix.invscoutMDS?filename=cd.html

Cluster 1600 server attachment

The SP attached servers are not physically mounted in the existing SP frames
themselves, so they are in their own racks and need be connected to the CWS.
Due to the fact that the maximum allowed distance between the CWS and a
attached server is 15 m, planning is very important. Depending on the SP
attached node type, several connections via RS-232 and Ethernet cables have to
be made. The SP system must view the SP-attached server as a frame.
Therefore, the SP system views the SP-attached server as an object with both
frame and node characteristics. For more detailed information, refer to

Chapter 5, “Cluster 1600 installation and administration” on page 159. For an
overview of a Cluster 1600, refer to Figure 2-10 on page 33.
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Figure 2-10 Cluster 1600 overview

2.4 Dependent nodes

Dependent nodes are non-standard nodes that extend the SP system’s
capabilities but cannot be used in all of the same ways as standard SP processor
nodes. A dependent node depends on SP nodes for certain functions but
implements much of the switch-related protocol that standard nodes use on the
SP Switch. Typically, dependent nodes consist of four major components, as
follows:

» A physical dependent node - The hardware device requiring SP processor
node support.
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» A dependent node adapter - A communication card mounted in the physical
dependent node. This card provides a mechanical interface for the cable
connecting the physical dependent node to the SP system.

» A logical dependent node - Made up of a valid, unused node slot and the
corresponding unused SP Switch port. The physical dependent node logically
occupies the empty node slot by using the corresponding SP Switch port. The
switch port provides a mechanical interface for the cable connecting the SP
system to the physical dependent node.

» A cable - To connect the dependent node adapter with the logical dependent
node. It connects the extension node to the SP system.

2.4.1 SP Switch Router

34

A specific type of dependent node is the IBM 9077 SP Switch Router. The 9077
is a licensed version of the Ascend GRF (Goes Real Fast) switched IP router that
has been enhanced for direct connection to the SP Switch. The SP Switch
Router was known as the High Performance Gateway Node (HPGN) during the
development of the adapter. These optional external devices can be used for
high-speed network connections or system scaling using High Performance
Parallel Interface (HIPPI) backbones or other communication subsystems, such
as ATM or 10/100 Ethernet (see Figure 2-11 on page 35).

Note: The SP Switch Router (M/T9077) is only supported on an SP Switch
and will only work at PSSP 3.5 if the SP Switch is used. It won’t work with SP
Switch2. There is also no plan to implement SP Switch2 for the GREF, since it
is withdrawn from marketing already.

An SP Switch Router may have multiple logical dependent nodes, one for each
dependent node adapter it contains. If an SP Switch Router contains more than
one dependent node adapter, it can route data between SP systems or system
partitions. For an SP Switch Router, this card is called a Switch Router Adapter
(F/C 4021). Data transmission is accomplished by linking the dependent node
adapters in the switch router with the logical dependent nodes located in different
SP systems or system partitions.

In addition to the four major dependent node components, the SP Switch Router
has a fifth optional category of components. These components are networking
cards that fit into slots in the SP Switch Router. In the same way that the SP
Switch Router Adapter connects the SP Switch Router directly to the SP Switch,
these networking cards enable the SP Switch Router to be directly connected to
an external network. The following networks can be connected to the SP Switch
Router using available media cards:

» Ethernet 10/100 Base-T
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FDDI

ATM OC-3c (single or multimode fiber)
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Figure 2-11 SP Switch router
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Although you can equip an SP node with a variety of network adapters and use
the node to make your network connections, the SP Switch Router with the
Switch Router Adapter and optional network media cards offers many
advantages when connecting the SP to external networks:

» Each media card contains its own IP routing engine with separate memory
containing a full route table of up to 150,000 routes. Direct access provides
much faster lookup times compared to software driven lookups.

» Media cards route IP packets independently at rates of 60,000 to 130,000 IP
packets per second. With independent routing available from each media
card, the SP Switch Router gives your SP system excellent scalability
characteristics.
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» The SP Switch Router has a dynamic network configuration to bypass failed
network paths using standard IP protocols.

» Using multiple Switch Router Adapters in the same SP Switch Router, you
can provide high performance connections between system partitions in a
single SP system or between multiple SP systems.

» A single SP system can also have more than one SP Switch Router attached
to it, further insuring network availability.

» Media cards are hot swappable for uninterrupted SP Switch Router

operations.

» Each SP Switch Router has redundant (N+1) hot swappable power supplies.

Two versions of the RS/6000 SP Switch Router can be used with the SP Switch.
The Model 04S (GRF 400) offers four media card slots, and the Model 16S (GRF
1600) offers sixteen media card slots. Except for the additional traffic capacity of
the Model 16S, both units offer similar performance and network availability as

shown in Figure 2-12.
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Figure 2-12

2.4.2 SP Switch Router attachment

GRF models 400 and 1600

The SP Switch Router requires a minimum of three connections with your SP
system in order to establish a functional and safe network. These connections

are:

1. A network connection with the control workstation - The SP Switch Router
must be connected to the control workstation for system administration
purposes. This connection may be either:
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— A direct Ethernet connection between the SP Switch Router and the
control workstation.

— An Ethernet connection from the SP Switch Router to an external network,
which then connects to the control workstation.

2. A connection between an SP Switch Router Adapter and the SP Switch - The
SP Switch Router transfers information into and out of the processor nodes of
your SP system. The link between the SP Switch Router and the SP
processor nodes is implemented by:

— An SP Switch Router adapter

— A switch cable connecting the SP Switch Router adapter to a valid switch
port on the SP Switch

3. A frame-to-frame electrical ground - The SP Switch Router frame must be
connected to the SP frame with a grounding cable. This frame-to-frame
ground is required in addition to the SP Switch Router electrical ground. The
purpose of the frame-to-frame ground is to maintain the SP and SP Switch
Router systems at the same electrical potential.

For more detailed information, refer to IBM 9077 SP Switch Router: Get
Connected to the SP Switch, SG24-5157.

2.5 Control workstation

The RS/6000 SP system requires an RS/6000 workstation. The control
workstation serves as a central point of control with the PSSP and other optional
software for managing and maintaining the RS/6000 SP frames and individual
processor nodes. It connects to each frame through an RS232 line to provide
hardware control functions. The control workstation connects to each external
node or SP-Attached server with two custom RS232 cables, but hardware
control is minimal because SP-Attached servers do not have an SP frame or SP
node supervisor. A system administrator can log in to the control workstation
from any other workstation on the network to perform system management,
monitoring, and control tasks.

The control workstation also acts as a boot/install server for other servers or
nodes in the SP system. In addition, the control workstation can be set up as an
authentication server using Kerberos. It can be the Kerberos primary server with
the master database and administration service as well as the ticket-granting
service. As an alternative, the control workstation can be set up as a Kerberos
secondary server with a backup database to perform ticket-granting service.

An optional High Availability Control Workstation (HACWS) allows a backup
control workstation to be connected to an SP system. The second control
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workstation provides backup when the primary workstation requires update
service or fails. Planning and using the HACWS will be simpler if you configure
your backup control workstation identical to the primary control workstation.
Some components must be identical, others can be similar.

2.5.1 Supported control workstations

There are two basic types of control workstations:
» MCA-based control workstations
» PCl-based control workstations

Both types of control workstations must be connected to each frame through an
RS-232 cable and the SP Ethernet BNC cable. These 15 m cables are supplied
with each frame. Thus, the CWS must be no more than 12 m apart, leaving 3 m
of cable for the vertical portion of the cable runs. If you need longer vertical runs,
or if there are under-floor obstructions, you must place the CWS closer to the

Supported
control
workstations

frame. Refer to Table 2-10 for the supported control workstations.

Table 2-10 Supported control workstations

Machine Type

Model

Currently available

7044 170
7025 6F1
7026 6H1
7028 6C1, 6E1, 6C4, 6E4

No longer available (not supported for HMC controlled servers)

7012 (MCA?)

37T, 370, 375, 380, 39H, 390, 397, G30, G40

7013 (MCA) 570, 58H, 580, 59H, 590, 591, 595, J30, J40, J50
7015 (MCA) 97B, 970, 98B, 980, 990, R30, R40, R50

7024 E20, E30

7025 F30, F40, F50, F80

7026 H10, H50, H80

7030 (MCA) 3AT, 3BT, 3CT

7043 140, 240

a. MCA=Microchannel
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Note: The supported machines (7043 and 7044) should only be used for
regular SP systems with up to four frames. They should not be used for
Cluster 1600 and 7017 machines attached to SP systems.

Refer to Figure 2-13 for a quick overview of how the attachment of the CWS is
done, and some of its physical restrictions.

SPfirames
SP LAN R5-232
Ethernet
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w i max.
UTPnatwaork k=1
hub, switch, HE between
orrouter =15 unite
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ControlWorkstation

Daemaon

Commands | Logging |

System Monitor
Gul

Figure 2-13 Overview of CWS attachment to SP Frame and physical restrictions

2.5.2 Control workstation minimum hardware requirements
The minimum hardware requirements for the control workstation are:

» At least 128 MB of main memory. An extra 64 MB of memory should be
added for each additional system partition. For SP systems with more than 80
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nodes, 256 MB is required, 512 MB of memory is suggested. For systems
containing HMC-controlled servers, a minimum of 2 GB is suggested.

» Atleast 9 GB of disk storage. If the SP is going to use an HACWS
configuration, you can configure 9 GB of disk storage in the rootvg volume
group and 9 GB for the /spdata in an external volume group.

» Physically installed to within 12 meters of an RS-232 cable to each SP frame
or eServer pSeries or RS/6000 server.

» With the following I/O devices and adapters:

A 3.5 inch diskette drive

A four or eight millimeter (or equivalent) tape drive
A SCSI CD-ROM drive

One RS232 port for each SP frame

Keyboard and mouse

A color graphics adapter and color monitor. An X-station model 150 and
display are required if an RS/6000 that does not support a color graphics
adapter is used.

An appropriate network adapter for your external communication network.
The adapter does not have to be on the control workstation. If it is not on

the control workstation, the SP Ethernet must extend to another host that
is not part of the SP system. A backup control workstation does not satisfy
this requirement. This additional connection is used to access the control

workstation from the network when the SP nodes are down. SP Ethernet

adapters are used for connection to the SP Ethernet (see 3.3.1, “The SP

Ethernet admin LAN” on page 108 for details).

2.5.3 High Availability Control Workstation

The design of the SP High Availability Control Workstation (HACWS) is modeled
on the High Availability Cluster Multi-Processing for RS/6000 (HACMP) licensed
program product. HACWS utilizes HACMP running on two RS/6000 control
workstations in a two-node rotating configuration. HACWS utilizes an external
disk that is accessed non-concurrently between the two control workstations for
storage of SP-related data. There is also a Y cable connected from the SP frame
supervisor card to each control workstation. This HACWS configuration provides
automated detection, notification, and recovery of control workstation failures.
Figure 2-14 on page 41 shows a logical view of the HACWS attachment.
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Figure 2-14 High Availability Control Workstation (HACWS) attachment

The primary and backup control workstations are also connected on a private
point-to-point network and a serial TTY link or target mode SCSI. The backup
control workstation assumes the IP address, IP aliases, and hardware address of
the primary control workstation. This lets client applications run without changes.
The client application, however, must initiate reconnects when a network
connection fails.
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The HACWS has the following limitations and restrictions:

»

You cannot split the load across a primary and backup control workstation.
Either the primary or the backup provides all the functions at one time.

The primary and backup control workstations must each be a RS/6000. You
cannot use a node in your SP as a backup control workstation.

The backup control workstation cannot be used as the control workstation for
another SP system.

The backup control workstation cannot be a shared backup of two primary
control workstations.

There is a one-to-one relationship of primary to backup control workstations;
a single primary and backup control workstation combination can be used to
control only one SP system.

If a primary control workstation is an SP authentication server, the backup
control workstation must be a secondary authentication server.

For SP-attached servers that are directly attached to the control workstation
through one or two RS232 serial connections (see Table 2-2 on page 21),
there is no dual RS232 hardware support as there is for SP frames. These
servers can only be attached to one control workstation at a time. Therefore,
when a control workstation fails, or scheduled downtime occurs, and the
backup control workstation becomes active, you will lose hardware
monitoring and control and serial terminal support for your SP-attached
servers.

For SP-attached servers controlled by an HMC, there is no direct serial
connection between the server and the CWS. The SP-attached servers will
have the SP Ethernet connection from the backup control workstation; so,
PSSP components requiring this connection will still work correctly. This
includes components such as the availability subsystems, user management,
logging, authentication, the SDR, file collections, accounting, and others.

For more detailed information, refer to RS/6000: Planning Volume 2, GA22-7281.

Enablement of HACWS on HMC-controlled servers using PSSP 3.5

For cluster customers using PSSP, the existing feature called HACWS was not
supported on HMC-controlled servers before PSSP 3.5. This application
previously supported RS/6000 SP nodes in the cluster. It did not fully support
"attached servers." HACWS is now enhanced to fully support HMC-controlled
servers in an IBM Cluster 1600 configuration. For more information about
HACWS, refer to Configuring Highly Available Clusters Using HACMP 4.5,
SG24-6845.
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2.6 Hardware Management Console (HMC)

When the machine types M/T 7040, M/T 7039, M/T 7038 and M/T 7028 are
attached to a Cluster 1600, a Hardware Management Console (HMC) is required
for the control of these machines. In a Cluster 1600, the HMC is attached to the
CWS on the administrative LAN.

What is the HMIC

The IBM Hardware Management Console for pSeries (HMC) provides a standard
user interface for configuring and operating partitioned and SMP systems. The
HMC supports the system with features that allow a system administrator to
manage configuration and operation of partitions in a system, as well as to
monitor the system for hardware problems. It consists of a 32-bit Intel-based
desktop PC with a DVD-RAM drive.

What is the HMC doing?
» Creating and maintaining a multiple-partitioned environment

» Displaying a virtual operating system session terminal for each partition
» Displaying virtual operator panel values for each partition

» Detecting, reporting, and storing changes in hardware conditions

» Powering managed systems on and off

» Acting as a service focal point for service representatives to determine an
appropriate service strategy and enable the Service Agent Call-Home
capability

» Activating additional resources on demand

There is no serial RS-232 connection between the CWS and the HMC-controlled
servers or between the HMC and the CWS. Only the HMC has a serial
connection to the HMC ports of the servers. For M/T 7039 additional RS-422
connections are needed between the Bulk Power Controllers (BPC) and the
HMC.

Since the HMC has only two integrated RS-232 ports, additional multiport
adapters need to be installed for these connections. An 8-port adapter can be
used. This adapter supports both RS-232 and RS-422 connections. See
Figure 2-15 on page 44 for a overview of a pSeries p655 attached to a HMC.
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Figure 2-15 HMC attachment for p655 servers

Note: If more than six p655 servers are used, a 128-Port adapter is needed
for the RS-232 communication. The 8-Port adapter will then be used for the
RS-422 communication only to the BPCs in the frames.

Supported Supported HUIC models
HMC models  The following models are the currently supported HMCs:
» M/T 7315-C0O1 (withdrawn from marketing 07/2003)

— Has a 2.0 GHz Intel Pentium 4 processor, 1 GB memory, 40 GB hard
drive, 2 integrated serial ports, one graphics port, one integrated Ethernet
port, DVD-RAM drive, 4 USB ports, and 3 PCI slots.
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» M/T 7315-C02

— Has a 2.4 GHz Intel Pentium 4 processor, 1 GB memory, 40 GB hard
drive, 2 integrated serial ports, one graphics port, one integrated Ethernet
port, DVD-RAM drive, 6 USB ports, and 3 PCI slots.

Supported Supported Multiport adapters
Multiport These adapters are supported for the HMCs to connect to the attached servers:

adapters
» 8-port asynchronous adapter PCI BUS EIA-232/RS-422 F/C 2943
» 128-port asynchronous controller PCI bus F/C 2944

— 2.4 MB/sec enhanced remote asynchronous node (RAN) 16-port EIA-232
F/C 8137

— 128-port asynchronous controller cable, 4.5 m (1.2 MB/sec transfers) F/C
8131

— 128-port asynchronous controller cable, 23 cm (1.2 MB/sec transfers) F/C
8132

— RJ-45 to DB-25 converter cable F/C 8133

— 1.2 MB/sec rack-mountable remote asynchronous node (RAN) 16-port
ElIA-232 F/C 8136

— Asynchronous terminal/printer cable, EIA-232 (2.4 MB/sec transfers) F/C
2934

— Serial port to serial port cable for drawer-to-drawer connections (2.4
MB/sec transfers) F/C 3124

— F/C 3125 Serial port to serial port cable for rack-to-rack connections (2.4
MB/sec transfers) F/C 3125

HMC redundancy

The HMC supports redundant HMC functionality only on a manual basis, where
two HMCs can be connected to each server. PSSP only communicates to one
HMC at a time. However, if this HMC fails, you can switch the communication to
the second one manually.

HMC functionality and software

The HMC controls the attached servers. The hardware control known in the SP
through the supervisor bus is not available on the pSeries HMC-controlled
servers. Therefore, the service processor is used to control, manage and collect
data of the machine. The service processor stores error codes, configuration,
and much more. The HMC uses the RS-232 interface to communicate with the
Service Processor firmware and the hypervisor. The hypervisor firmware
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provides major additions to firmware functionality. If an operating system
instance in a partition requires access to hardware, it first invokes the hypervisor
using hypervisor calls. The hypervisor allows privileged access to an operating
system instance for dedicated hardware facilities and includes protection for
those facilities in the processor. Figure 2-16 shows an overview of how the HMC
communicates with its so-called managed server.

AlX 5.1 AIX 5.2 Unassigned

Resources

Partition 1 Partition 2

Boot Firmware / E;I'AS ! Hypervisor

| -
Processors Service
Mem Regions Processor
/O Slots LPAR
Allocation
Tables

Figure 2-16 Overview of HMC control

Since it is a closed system, only IBM-approved software is allowed to run on the
HMC, which runs a modified Linux operating system and system management
software. The software also has integrated service features such as:

» Service Agent

Service Agent (SA) accepts information from the Service Focal Point (SFP). It
reports serviceable events and associated data collected by SFP to IBM for
service automatically. The Service Agent Gateway HMC maintains the
database for all the Service Agent data and events sent to IBM, including any
Service Agent data from other Client HMCs. The Service Agent uses a
modem connection. The modem is supplied with the machine, the phone line
must be supplied by the customer.

» Service Focal Point

Service representatives use the Service Focal Point application to start and
end their service calls and provide them with event and diagnostic
information. The HMC can also automatically notify service representatives of
hardware failures by using a Service Agent. You can configure the HMC to
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use Service Agent’s call-home feature to send event information to your
service representative.

» Inventory Scout

Inventory Scout Is a tool that surveys managed systems for hardware and
software information. Inventory Scout provides an automatic configuration
mechanism and eliminates the need for you to manually reconfigure Inventory
Scout Services. The Inventory Scout collects VPD and microcode data of the
system.

For more information about the HMC, refer to Hardware Management Console
for pSeries Installation and Operations Guide, SA38-0590.

The HMC is preloaded with the HMC code. The service representative will
initially install the HMC and enabile, if agreed to by the customer, the Service
Agent and Service Focal Point functions. Everything else will be done by the
customer. The software versions are changing from time to time and need to be
updated. Every new release has improvements to the overall functionality and, of
course, enhancements. See the following link for the latest software updates:

http://techsupport.services.ibm.com/server/hmc/corrsrv.html

The latest HMC code can either be downloaded from that homepage or can be
ordered from your AIX support center on CD.

HMC vterm HMC vterm and s1term considerations

and siterm PSSP uses the HMC for control of the HMC-based servers, such as the p630,

considerations 555 n670, and p690. It uses the same method provided by the HMC, the virtual
terminal (vterm). Limitations on the HMC allow only one vterm per LPAR. If the
HMC already has one vterm open, all s1term-related operations on the CWS will
fail. You can, however, either ssh to the HMC and get the GUI by issuing
startHSC, or by using the WebSM client on the CWS and then selecting the
partition and closing the terminal. This closes the terminal wherever it is opened.

Tip: It is good practice to issue all commands, even HMC-related ones, on the
CWS to guarantee a single point of control.

2.7 Cluster 1600 feature codes

The Cluster 1600 gathers all the internal and external nodes that are shown in
2.3, “Cluster 1600 nodes” on page 19. Therefore, a special machine type is
available now to show that a pSeries machine is a Cluster 1600 node. This is
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important for both the handling with service contracts and the support structures
that need to handle the questions and possible problems that occur in a Cluster
1600 system. It makes a big difference whether a 7017-S80 is standalone or an
SP-attached server in a Cluster 1600 environment. The new machine type that
exists now is 9078-160. Refer to Table 2-11 for an overview of all the available
feature codes (F/C).

Table 2-11 Cluster 1600 feature codes

9078 Model and | Description Minimum system | Maximum system
feature requirement requirement
9078 Model 160 IBM @server 1 1
Cluster 1600
F/C 0001 M/T 7017 servers 0 16
F/C 0002 M/T 7026 servers 0 64
F/C 0003 SP Switch 0 Subject to scaling
connections Model limits
555/557
F/C 0004 SP Switch2 0 Subject to scaling
connections Model limits
556/558
F/C 0005 9076 SP models 0 1
F/C 0006 9076 SP expansion 0 33
frames
F/C 0007 Control Workstation 1 2 (SP HACWS
only)
F/C 0008 M/T 7040 servers 0 16
F/C 0009 M/T 7040 LPARs 0 48
F/C 0010 M/T 7039 servers 0 32
F/C 0011 M/T 7039 switched 0 64
LPARs
F/C 0012 M/T 7028 servers 0 64

Note: One server F/C must be ordered for each server in the cluster. These
F/Cs only provide identification for the server as part of a Cluster 1600. All
cluster hardware must be ordered separately under the appropriate machine

type and model.
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2.8 Boot/install server requirements

By default, the control workstation is the boot/install server. It is responsible for
AlX and PSSP software installations to the nodes. You can also define other
nodes to be a boot/install server. If you have multiple frames, the first node in
each frame is selected by default as the boot/install server for all the nodes in its
frame.

When you select a node to be a boot/install server, the setup_server script will
copy all the necessary files to this node, and it will configure this node to be a
NIM master. All mksysbs and PSSP levels served by this boot/install server node
will be copied from the control workstation the first time setup_server is run
against this node. The only NIM resource that is not maintained locally in this
node is the Ippsource. The Ippsource always resides on the control workstation;
so, when the Ippsource NIM resource is created on boot/install servers, it only
contains a pointer to the control workstation. The Sequence Power Off Timer
(SPOT) is created off the Ippsource contents, but it is maintained locally on every
boot/install server.

Generally, you can have a boot/install server for every eight nodes. Also, you
may want to consider having a boot/install server for each version of AlX and
PSSP (although this is not required).

The following requirements exist for all configurations:

» Each boot/install server’s en0 Ethernet adapter must be directly connected to
each of the control workstation’s Ethernet adapters.

» The Ethernet adapter configured as en0 must always be in the SP node’s
lowest hardware slot of all Ethernets.

» The NIM clients that are served by boot/install servers must be on the same
subnet as the boot/install server’s Ethernet adapter.

» NIM clients must have a route to the control workstation over the SP Ethernet.
» The control workstation must have a route to the NIM clients over the SP
Ethernet.

Figure 2-17 on page 50 shows an example of a single frame with a boot/install
server configured on node 1.
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2.9 SP Switch and SP Switch2 communication network

SP Switch

During the initial development of the SP system, a high-speed interconnection
network was required to enable communication between the nodes that made up
the SP complex. The initial requirement was to support the demands of parallel
applications that utilize the distributed memory MIMD programming model.

There are two current switch types available: The older SP Switch and the newer
SP Switch2, which has an even higher bandwidth and performance. The SP
Switch2 also allows the use of a two-plane configuration. Therefore, a second SP
Switch2 adapter needs to be installed in a node and also connected to the SP
Switch2 board.

SP Switch
More recently, the SP Switch network has been extended to a variety of
purposes:

» Primary network access for users external to the SP complex (when used
with SP Switch Router)

» Used by ADSM for node backup and recovery
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» Used for high-speed internal communications between various components
of third-party application software (for example, SAP's R/3 suite of
applications)

All of these applications are able to take advantage of the sustained and scalable
performance provided by the SP Switch. The SP Switch provides the message
passing network that connects all of the processors together in a way that allows
them to send and receive messages simultaneously.

There are two networking topologies that can be used to connect parallel
machines: Direct and indirect.

In direct networks, each switching element connects directly to a processor
node. Each communication hop carries information from the switch of one
processor node to another.

Indirect networks, on the other hand, are constructed such that some
intermediate switch elements connect only to other switch elements. Messages
sent between processor nodes traverse one or more of these intermediate switch
elements to reach their destination. The advantages of the SP Switch network
are:

» Bisectional bandwidth scales linearly with the number of processor nodes in
the system.

Bisectional bandwidth is the most common measure of total bandwidth for
parallel machines. Consider all possible planes that divide a network into two
sets with an equal number of nodes in each. Consider the peak bandwidth
available for message traffic across each of these planes. The bisectional
bandwidth of the network is defined as the minimum of these bandwidths.

» The network can support an arbitrarily large interconnection network while
maintaining a fixed number of ports per switch.

» There are typically at least four shortest-path routes between any two
processor nodes. Therefore, deadlock will not occur as long as the packet
travels along any shortest-path route.

» The network allows packets that are associated with different messages to be
spread across multiple paths, thus, reducing the occurrence of hot spots.

The hardware component that supports this communication network consists of
two basic components: The SP Switch Adapter and the SP Switch Board. There
is one SP Switch Adapter per processor node and, generally, one SP Switch
Board per frame. This setup provides connections to other processor nodes.
Also, the SP system allows switch boards-only frames that provide
switch-to-switch connections and greatly increase scalability.
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sPSwitch2  SP Switch2
SP Switch2 was first introduced in 2000 for the interconnection of SP nodes via
internal MX slots. As the next step in the evolution of the SP interconnection
fabric, it offered significant improvements in bandwidth, latency, and RAS
(Reliability, Availability, and Serviceability) over the previous generation SP
Switch.

SP Switch2 is designed to be fully compatible with applications written for the
older SP switches. It provides a low-latency, high-bandwidth, message-passing
network that interconnects the nodes in your SP system. The N+1 feature of
these switches allows for concurrent replacement of any failed power supplies or
cooling fans. The supervisor can also be replaced while the switch is operating.
PSSP level 3.2 software was the minimum requirement for using these switches.
PSSP 3.5 still supports SP Switch2. For the different node types that can be
attached to the SP Switch2 network, refer to Table 2-12 for the SP Switch2
adapter types.

Restriction:

» SP Switch2 and its adapters are not compatible with the SP Switch or the
High Performance Switch series or their adapters; they cannot coexist in
the same SP system.

» SP Switch2 cannot be connected to an SP Switch Router.
» SP Switch2 is not supported in 2.01 m frames.

Table 2-12 SP Switch2 adapter types

Node type SP Switch2 adapter feature code
POWERS thin/wide SP Switch2 F/C 4026

POWERS3 high node SP Switch2 F/C 4025

SP-attached server with standard PCI SP Switch2 PCI F/C 8397
SP-attached server with PCI-X SP Switch2 PCI-X F/C 8398

2.9.1 Adapter placements for SP Switch and SP Switch2 adapters

For machines attached to SP Switch or SP Switch2 that have no dedicated
switch adapter slot, such as the MX slot in the POWERS nodes, special
placement rules apply. In general, the basic requirements for an SP Switch or SP
Switch2 adapter in an SP-attached server are:

» One valid, unused switch port on the switch corresponding to a legitimate
node slot in your SP configuration
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» Three media card slots (M/T 7017) or two media card slots (M/T 7026 and
7040) in an I/O drawer for each adapter

» Two server card slots (M/T 7028) for each adapter

» One server card slot (M/T 7039) for each adapter

The specific restrictions for the various machine types and SP Switch adapters
are shown in Table 2-13.

Table 2-13 Placement restrictions for SP Switch and SP Switch2 adapters

Machine type

SP Switch

SP Switch2

M/T 7040

For SP System Attachment
Adapter (F/C 8396) — Install in
I/0O subsystem slot 8

only (one adapter per LPAR).

For SP Switch2 Attachment
Adapter (F/C 8397)
Single-plane — Install in I/O
subsystem slot 3 or 5, or both if
on separate LPARs (one
adapter per LPAR).

Two-plane — Install in I/O
subsystem slot 3 for cssO and
slot 5 for css1 (one

adapter per LPAR).

M/T 7039

N/A

For SP Switch2 PCI-X
Attachment Adapter (F/C 8398)
Single-plane — Install in server
slot 1 or 3 or both if on separate
LPARs (one adapter per LPAR,
2 max. per server).

Two-plane — Install in server
slot 1 for css0O and server slot 3
for css1.

M/T 7028

N/A

The adapter must be installed in
slot 1 of the server. Slot 2 must
remain empty.

M/T 7026

The SP System Attachment
Adapter (F/C 8396) must be
installed in slot 6 of the primary
1/O drawer only.

Single-plane - The SP Switch2
Attachment Adapter (F/C 8397)
must be installed in slot 5 of the
server primary 1/O drawer. Slot
6 must remain empty.

Two-plane - The adapter must
be installed in slot 3 of the
server primary I/O drawer. Slot
4 must remain empty.
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Machine type SP Switch SP Switch2

M/T 7017 SP System Attachment Single-plane - SP Switch2
Adapter (F/C 8396) must be Attachment Adapter (F/C 8397)
installed in slot 10 orthe primary | must be installed in slot 10 of
1/O drawer. Slots 9 and 11 must | the primary I/O drawer. Slots 9
remain empty. and 11 must remain empty.

Two-plane - The adapter must
be installed in slot 10 of the
secondary I/O drawer. Slots 9
and 11 must remain empty.

Restriction: The following restrictions apply to M/T 7039 servers:

» If the servers are going to be configured with a two-plane switch fabric,
they cannot be configured with LPARs.

» If the servers are configured with LPARs, the system is restricted to
single-plane switch configurations.

» Servers configured with two LPARs require one adapter for each LPAR
connected to the switch. However, the 7039 can be configured with one
LPAR attached to the switch and the other LPAR off the switch.

» Additional switch adapters (F/C 8396, 8397, or 8398) are not permitted in
RIO drawers attached to these servers.

2.9.2 SP Switch hardware components

This section discusses the hardware components that make up the SP Switch
network: The Switch Link, the Switch Port, the Switch Chip, the Switch Adapter,
and the Switch Board. The Switch Link itself is the physical cable connecting two
Switch Ports. The Switch Ports are hardware subcomponents that can reside on
a Switch Adapter that is installed in a node or on a Switch Chip that is part of a
Switch Board.

SP Switch Board

An SP Switch Board contains eight SP Switch Chips that provide connection
points for each of the nodes to the SP Switch network as well as for each of the
SP Switch Boards to the other SP Switch Boards. The SP Switch Chips each
have a total of eight Switch Ports that are used for data transmission. The Switch
Ports are connected to other Switch Ports through a physical Switch Link.

In summary, there are 32 external SP Switch Ports in total. Of these, 16 are
available for connection to nodes, and the other 16 to other SP Switch Boards.
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The SP Switch Board is mounted in the base of the SP Frame above the power
supplies.

A schematic diagram of the SP Switch Board is shown in Figure 2-18.

SP Switch Board smwmﬁ& .
[ - gls
—1 SP Switch SP Switch—T—
] Chip Chip [
—1 SP Switch SP Switch—T—
11 cChip Chip [
to SP connections to
Nodes T ] T | other SP Switch
—11 SP Switch — SP Switch[ 7~ | Boards
1] Chip Chip [
—1 SP Switch SP Switch[—T—
1] Chip Chip [ [_

Figure 2-18 SP Switch board

SP Switch Link

An SP Switch Link connects two switch network devices. It contains two
channels carrying packets in opposite directions. Each channel includes:

» Data (8 bits)
» Data Valid (1 bit)
» Token signal (1 bit)

The first two elements here are driven by the transmitting element of the link,
while the last element is driven by the receiving element of the link.

SP Switch Port

An SP Switch Port is part of a network device (either the SP Adapter or SP
Switch Chip) and is connected to other SP Switch Ports through the SP Switch
Link. The SP Switch Port includes two ports (input and output) for full duplex
communication.For SP Switch2 especially, each occupied switch port in SP
Switch2 contains an interposer card. Interposer cards can be changed or added
while the switch is operating. Any unused switch ports must have blank
interposer cards installed. These prevent contamination of the connector and
ensure proper cooling air flow.
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The relationship between the SP Switch Chip Link and the SP Switch Chip Port
is shown in Figure 2-19.

SP Switch Port SP Switch Link SP Switch Port

Data (8 bits)
Output Port Input Port

Data Valid (1 bit)

Token (1bit)

System Clock

Data (8 bits)
Input Port Output Port

Data Valid (1 bit)

Token (1bit)

Figure 2-19 Relationship between switch chip link and switch chip port

SP Switch Chip

An SP Switch Chip contains eight SP Switch Ports, a central queue, and an
unbuffered crossbar that allows packets to pass directly from receiving ports to
transmitting ports. These crossbar paths allow packets to pass through the SP
Switch (directly from the receivers to the transmitters) with low latency whenever
there is no contention for the output port. As soon as a receiver decodes the
routing information carried by an incoming packet, it asserts a crossbar request
to the appropriate transmitter. If the crossbar request is not granted, the crossbar
request is dropped (and, hence, the packet will go to the central queue). Each
transmitter arbitrates crossbar requests on a least recently served basis. A
transmitter will honor no crossbar request if it is already transmitting a packet or if
it has packet chunks stored in the central queue. Minimum latency is achieved
for packets that use the crossbar.

A schematic diagram of the SP Switch Chip is shown in Figure 2-20 on page 57.
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Figure 2-20 SP Switch Chip diagram

SP Switch/ SP Switch2 Adapter

Another network device that uses an SP Switch Port is the SP Switch Adapter.
An SP Switch Adapter includes one SP Switch Port that is connected to an SP
Switch Board, and is installed in an SP node.

Nodes based on PCI bus architecture (older 332 MHz SMP thin and wide nodes,
the 375/450 MHz POWERS3 SMP thin and wide nodes) must use the MX-based
switch adapters (#4022 and #4023, respectively) since the switch adapters are
installed on the MX bus in the node. The older SP Switch MX adapter used in the
332 MHz Nodes is withdrawn but can still be used in an SP Switch environment.
The so-called mezzanine, or MX bus, allows the SP Switch Adapter to be
connected directly to the processor bus providing faster performance than
adapters installed on the 1/0O bus. The SP Switch MX2 adapter is used in the
POWERBS3 nodes and provides better performance since the MX2 bus is faster
than the older MX bus.

External nodes, such as the M/T 7017, M/T 7026, and M/T 7038, are based on
standard PCI bus architecture. If these nodes are to be included as part of an SP
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Switch network, then the switch adapter installed in these nodes is a PCl-based
SP Switch adapter with F/C 8396. The equivalent SP Switch2 adapter is F/C
8397. For the latest PCl-based machines, such as pSeries 655, pSeries 650,
pSeries 630, and pSeries 670/690, have the enhanced PCI-X adapter slots. For
this PCI-X the SP Switch2 PCI-X adapter with F/C 8398 is needed.

Figure 2-21 shows a schematic diagram of the SP Switch Adapter.

SP Node

SP Switch Adapter
SP Switch Port

—11 Output Port

:| SP Switch Link

-7 Input Port

] S

MCA Bus
MX/MX2 Bus
PCI Bus

Figure 2-21 SP Switch adapter

SP Switch system

The SP Switch system in a single frame of an SP is illustrated in Figure 2-22 on
page 59. In one SP frame, there are 16 nodes (maximum) equipped with SP
Switch Adapters and one SP Switch Board. Sixteen node SP Switch Adapters
are connected to 16 of 32 SP Switch Ports in the SP Switch Board. The
remaining 16 SP Switch Ports are available for connection to other SP Switch
Boards.
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Figure 2-22 SP Switch system

2.9.3 SP Switch networking fundamentals

When considering the network topology of the SP Switch network, nodes are
logically ordered into groups of 16 that are connected to one side of the SP
Switch Boards. A 16-node SP system containing one SP Switch Board is

schematically presented in Figure 2-23 on page 60. This SP Switch Board that
connects nodes is called a Node Switch Board (NSB). Figure 2-23 on page 60
also illustrates the possible shortest-path routes for packets sent from node A to

two destinations. Node A can communicate with node B by traversing a single

SP Switch chip and with node C by traversing three SP Switch chips.
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Figure 2-23 16-node SP system

Node A
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The 16 unused SP Switch ports on the right side of the Node Switch Board are
used for creating larger networks. There are two ways to do this:

» For an SP system containing up to 80 nodes, these SP Switch ports connect
directly to the SP Switch ports on the right side of other node switch boards.

» For an SP system containing more than 80 nodes, these SP Switch ports
connect to additional stages of switch boards. These additional SP Switch
Boards are known as Intermediate Switch Boards (ISBs).

The strategy for building an SP system of up to 80 nodes is shown in Figure 2-24
on page 61. The direct connection (made up of 16 links) between two NSBs
forms a 32-node SP system. Example routes from node A to node B, C, and D
are shown. Just as for a 16-node SP system, packets traverse one or three SP
Switch Chips when the source and destination pair are attached to the same
Node Switch Board. When the source and destination pair are attached to
different Node Switch Boards, the shortest path routes contain four SP Switch
Chips. For any pair of nodes connected to separate SP Switch Boards in a
32-node SP system, there are four potential paths providing a high level of
redundancy.
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Figure 2-24 32-node SP system

If we now consider an SP system made up of three frames of thin nodes (48
nodes in total, see Figure 2-25), we observe that the number of direct

connections between frames has now decreased to eight. (Note that for the sake

of clarity, not all the individual connections between Switch ports of the NSBs

have been shown; instead, a single point-to-point line in the diagram has been

used to represent the eight real connections between frames. This simplifying

representation will be used in the next few diagrams.) Even so, there are still four
potential paths between any pair of nodes that are connected to separate NSBs.

&
&
&

Frame1

Figure 2-25 SP 48-Way system interconnection
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Adding another frame to this existing SP complex further reduces the number of
direct connections between frames. The 4-frame, 64-way schematic diagram is
shown in Figure 2-26. Here, there are at least five connections between each
frame, and note that there are six connections between Frames 1 and 2 and
between Frames 3 and 4. Again, there are still four potential paths between any
pair of nodes that are connected to separate NSBs.

Frame3

ey

Frame2 Frame4

Frame1

Figure 2-26 64-Way system interconnection

If we extend this 4-frame SP complex by adding another frame, the connections
between frames are reduced again (see Figure 2-27 on page 63); at this level of
frame expansion, there are only four connections between each pair of frames.
However, there are still four potential paths between any pair of nodes that are
connected to separate NSBs.
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Figure 2-27 SP 80-Way system interconnection

The addition of a sixth frame to this configuration would reduce the number of
direct connections between each pair of frames to below four. In this hypothetical
case, each frame would have three connections to four other frames and four
connections to the fifth frame for a total of 16 connections per frame. This
configuration, however, would result in increased latency and reduced switch
network bandwidth. Therefore, when more than 80 nodes are required for a
configuration, an (ISB) frame is used to provide 16 paths between any pair of
frames.

The correct representation of an SP complex made up of six frames with 96 thin
nodes is shown in Figure 2-28 on page 64. Here, we see that all interframe
cabling is between each frame’s NSB and the switches within the ISB. This
cabling arrangement provides for 16 paths between any pair of frames, thus
increasing network redundancy and allowing the network bandwidth to scale
linearly.
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Figure 2-28 SP 96-way system interconnection

2.9.4 SP Switch network products

Since the original SP product was made available in 1993, there have been three
evolutionary cycles in switch technology. The latest available switch is called the
SP Switch2. SP Switch and SP Switch2 provide the base communications
performance capability.

SP Switch

The operation of the SP Switch (F/C 4011) has been described in the preceding
discussion. When configured in an SP order, internal cables are provided to
support expansion to 16 nodes within a single frame. In multiswitch
configurations, switch-to-switch cables are provided to enable the physical
connectivity between separate SP Switch Boards. The required SP Switch
Adapter connects each SP node to the SP Switch Board.

SP Switch-8

To meet some customer requirements, eight port switches provide a low-cost
alternative to the full-size 16-port switches. The 8-port SP Switch-8 (SPS-8, F/C
4008) provides switch functions for an 8-node SP system. It is compatible with
high nodes. SP Switch-8 is the only low-cost switch available for new systems.
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SP Switch-8 has two active switch chip entry points. Therefore, the ability to
configure system partitions is restricted with this switch. With the maximum eight
nodes attached to the switch, there are two possible system configurations:

» A single partition containing all eight nodes
» Two system partitions containing four nodes each

SP Switch2

The SP Switch2 (F/C 4012) offers better performance and is described in “SP
Switch2” on page 52. When configured in an SP order or Cluster 1600
configuration, internal cables are provided to support expansion to 16 nodes
within a single frame. In multiswitch configurations, switch-to-switch cables are
provided to enable the physical connectivity between separate SP Switch2
Boards. Each occupied switch port in SP Switch2 contains an interposer card
(RS/6000 SP F/C 4032). Interposer cards can be changed or added while the
switch is operating. Any unused switch ports must have blank interposer cards
(RS/6000 SP F/C 9883) installed. These prevent contamination of the connector
and ensure proper cooling air flow.

If a switch is configured in an SP system, an appropriate switch adapter is
required to connect each SP node to the switch subsystem .Table 2-14
summarizes the switch adapter requirements for particular node types. We have
also included here the switch adapter that would be installed in the SP Switch
router. An overview of this dependent node, along with installation and
configuration information, can be found in //IBM 9077 SP Switch Router: Get
Connected to the SP Switch, SG24-5157.

Table 2-14 Supported switch adapters

SP Node type Supported Switch adapter
SP Switch
332 MHz SMP thin/wide node F/C 4022 SP Switch MX adapter

POWERS thin/wide & 332 MHz thin/wide F/C 4023 SP Switch MX2 adapter
node and POWERS high node

SP Switch router (M/T 9077) F/C 4021

SP attached server F/C 8396 SP Switch PCI
SP Switch2

POWERBS thin/wide F/C 4026 SP Switch2

POWERS3 high node F/C 4025 SP Switch2

SP attached Server with standard PCI F/C 8397 SP Switch2 PCI
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SP Node type Supported Switch adapter

SP attached Server with PCI-X2 F/C 8398 SP Switch2 PCI-X

a. PCI-X support on M/T 7039, M/T 7028 and M/T 7040 with RIO-2 PCI-X Back-

plane

Note: M/T 7028 pSeries 630 has the following PSSP requirements for SP
Switch2 PCI-X:

2

1Y42359 PSSP V3.4 support for p630 with SP Switch2 PCI-X in RIO-2
mode 1Y42358 PSSP V3.5 support for p630 with SP Switch2 PCI-X in
RIO-2 mode.

The 7038-6M2 with FC 8398 requires PSSP V3.5.

IY42352 PSSP V3.5 support for p650 with SP Switch2 PCI-X in RIO mode
The 7038-6M2 with FC 8398 requires PSSP V3.4 or PSSP V3.5.

1Y42359 PSSP V3.4 support for p650 with SP Switch2 PCI-X in RIO-2
mode.

1Y42358 PSSP V3.5 support for p650 with SP Switch2 PCI-X in RIO-2
mode.

The 332 MHz and 200 MHz SMP PCl-based nodes listed here have a unique
internal bus architecture that allows the SP Switch Adapters installed in these
nodes to have increased performance compared with previous node types. A
conceptual diagram illustrating this internal bus architecture is shown in
Figure 2-29 on page 67.
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Figure 2-29 Internal Bus Architecture for PCl-based SMP nodes

These nodes implement the PowerPC MP System Bus (6xx bus). In addition, the
memory-1/O controller chip set includes an independent separately clocked
mezzanine bus (6xx-MX) to which 3 PCI bridge chips and the SP Switch MX or
MX2 Adapter are attached. The major difference between these node types is
the clocking rates for the internal buses. The SP Switch Adapters in the these
nodes plug directly into the MX bus - they do not use a PCI slot. The PCI slots in
these nodes are clocked at 33 MHz. In contrast, the MX bus is clocked at 50 MHz
in the 332 MHz SMP nodes and at 60 MHz in the 200 MHz POWER3 SMP
nodes. Thus, substantial improvements in the performance of applications using
the switch can be achieved.

2.10 Peripheral devices

The attachment of peripheral devices, such as disk subsystems, tape drives,
CD-ROMs, and printers, is very straightforward on the SP. There are no
SP-specific peripherals; since the SP uses mainstream pSeries node
technology, it simply inherits the array of peripheral devices available to the
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pSeries family. The SPs shared-nothing architecture gives rise to two key
concept when attaching peripherals:

1. Each node has I/O slots. Think of each node as a stand-alone machine when
attaching peripherals. It can attach virtually any peripheral available to the
RS/6000 family, such as SCSI and SSA disk subsystems, Magstar® tape
drives, and so on. The peripheral device attachment is very flexible, as each
node can have its own mix of peripherals or none at all.

2. From an overall system viewpoint, as nodes are added, 1/O slots are added.
Thus, the scalability of I/O device attachment is tremendous. A 512-node high
node system would have several thousand I/O slots.

When you attach a disk subsystem to one node, it is not automatically visible to
all the other nodes. The SP provides a number of techniques and products to
allow access to a disk subsystem from other nodes.

There are some general considerations for peripheral device attachment:

» Devices, such as CD-ROMs and bootable tape drives, may be attached
directly to SP nodes. Nodes must be network-installed by the CWS or a
boot/install server.

» Many node types do not have serial ports. High nodes have two serial ports
for general use.

» Graphics adapters for attachment of displays are not supported.

2.11 Network connectivity adapters

Administrative
LAN and
Ethernet
adapter rules

The required SP Ethernet LAN that connects all nodes to the control workstation
is needed for system administration and should be used exclusively for that
purpose. Further network connectivity is supplied by various adapters, some
optional, that can provide connection to I/O devices, networks of workstations,
and mainframe network. Ethernet, FDDI, Token-Ring, HIPPI, SCSI, FCS, and
ATM are examples of adapters that can be used as part of an SP system.

SP administrative LAN Ethernet adapter rules

For the SP internal nodes that reside in the SP frame the SP Ethernet uses the
integrated Ethernet ports. It has to be en0 for the SP LAN. For some older nodes
the adapter has to be in slot 1. In SP-attached servers that have LPAR
capabilities the Ethernet adapter for the SP administrative LAN does not have to
be en0; it can occupy any available slot.
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The supported Ethernet adapters are:

» 10/100 Mbps Ethernet PCI Adapter Il (F/C 4962) — Required for 7026 servers
» 10/100 Ethernet 10BASE-TX adapter (F/C 2968) (withdrawn 12/01)

» 10 MB AUI/RJ-45 Ethernet adapter (F/C 2987) (withdrawn 7/01)

» 10 MB BNC/RJ-45 Ethernet adapter (F/C 2985)

Table 2-15 shows the SP administrative LAN requirements for the Ethernet

adapters.

Table 2-15 Administrative Ethernet adapter locations

SP-attached server

Location for Ethernet adapter

M/T 7017 Must be installed in slot 5 of the primary 1/O drawer (en0).

M/T 7026 Must be installed in slot 1 of the primary 1/O drawer (en0).

M/T 70282 Native, integrated Ethernet port used. Connected to the
administrative Ethernet adapter in the HMC, and also
connects to the Ethernet adapter in the CWS.

M/T 70392 Native, integrated Ethernet port used. Connected to the
administrative Ethernet adapter in the HMC, and also
connects to the Ethernet adapter in the CWS.

M/T 7040 Generally one Ethernet adapter in each LPAR and one

administrative Ethernet adapter in the HMC.

M/T 7040 LPAR with SP
Switch2

The LAN adapters must be placed in I/0 subsystem slot 8
using the same respective LPAR as the switch adapter.
Place a second LAN adapter in slot 9.

M/T 7040 LPAR with SP
Switch

The LAN adapter must be placed in the same respective
LPAR as the switch adapter, but does not need to be in the
same /O subsystem.

a. If the administrative LAN connections are made to the native Ethernet ports on the HMC and the
p655 or p630 servers, then additional adapters are not required for those components.

For the M/T 7038 and M/T 7039 servers, the Ethernet adapters are restricted to
10/100 Mbit for the administrative Ethernet. The use of Gigabit Ethernet adapters
is allowed for other external network connections. See Figure 2-30 on page 70
for an overview of the administrative LAN connections.
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Restriction: If you plan to attach a pre-existing M/T 7017 or 7026 model
server to your system, you must place an administrative LAN Ethernet adapter
in the en0 position inside the server. This is slot 5 on 7017 models and slot 1
on 7026 models. Due to the fact that the Ethernet adapter in this slot must be
configured for PSSP communications, any nonsupported Ethernet adapter
that is in the en0 slot must be removed.

Additionally, if a pre-existing Ethernet adapter in slot en0 is either of F/C 2968,
2985 or 2987, that adapter must be deconfigured and then reconfigured as an
administrative LAN Ethernet adapter.

Control workstation

SP-supported  multi-port

Ethermnet async
adapter adapter RS-232
enl IiJ D
Ethemet 1
FiC 9122 F/C 9125
FIC 9122
F/C 9310/20

woff 4 f 0 L]
slot5 SAMIport S1 01 slot 1 slot 7 01

primary  on front serial switch primary Internal switch

'O drawer operator port attachment I/0 drawer Attachment attachment
panel adapters Adapter adapters
(FIC 3154)
7017 server 7026 server
|‘!,.|, ) administrative 01 .
administrative LAN adapter switch SP Switch2-0
LAN adapter attachment
adapters
HMC 7040 server
SP Switch2-1

Figure 2-30 Overview of administrative LAN connections
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2.12 Space requirements
You must sum the estimated sizes of all the products you plan to run. These
include:
» An image comprised of the minimum AlIX filesets
» Images comprised of required PSSP components
» Images of PSSP optional components and the graphical user interface (in this
case, the Resource Center, PTPE, and IBM Virtual Shared Disk)

You can find more information on space requirements in 7.6.1, “AlX
Automounter” on page 267.

2.13 Software requirements

The SP system software infrastructure includes:

» AlX, the base operating system

» Parallel System Support Program (PSSP)

» Other IBM system and application software products
» Independent software vendor products

With PSSP 3.5, the coexistence of several PSSP and AlX versions is supported
when several specifications are met. Basically PSSP 3.5 is supported only on
AIX 5L 5.1 and AIX 5L 5.2.

PSSP 3.5 supports multiple levels of AIX and PSSP in the same system partition.
Only certain combinations of PSSP and AIX are supported to coexist in a system
partition. Some licensed programs state that multiple levels can coexist but not
interoperate. When coexistence does not include interoperability, it is explicitly
stated where applicable in the subsections that follow. Refer to Table 2-16 on
page 72 for supported AIX and PSSP levels in a mixed system partition.

Important: An unpartitioned system is actually a single default system
partition. Coexistence is supported in the same system partition or a single
default system partition (the entire Cluster 1600 system managed by PSSP).
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Table 2-16 Supported AlX and PSSP levels in a mixed system partition

PSSP 3.2 PSSP 3.4 PSSP 3.5
AIX 5L 5.2 No No Yes
AIX 5L 5.1 No Yes Yes
AIX 4.3.3 Yes Yes No

The nodes can run any combination of AIX and PSSP if the CWS is running
PSSP 3.5 with AIX 5L 51. or AIX 5L 5.2:

» PSSP 3.5and AIX5L5.2

» PSSP 3.5 and AIX 5L 5.1

» PSSP 3.4 and AIX 5L 5.1

» PSSP 3.4 and AlIX 4.3.3

» PSSP 3.2and AlIX 4.3.3

The application the customer is using may require specific versions of AlX. Not

all the versions of AIX run on all the nodes; so, this too must be considered when
nodes are being chosen.

PSSP provides the functions required to manage an SP system as a full-function
parallel system. PSSP provides a single point of control for administrative tasks
and helps increase productivity by letting administrators view, monitor, and
control system operations.

With PSSP 3.4 and higher the support for the SP-attached servers is enhanced
and includes all the machines shown in Table 2-2 on page 21. PSSP 3.5 enables
the 64-Bit PSSP use and other enhancements. You can refer to:

http://www.ibm.com/server/eserver/pseries/Tibrary/sp_books/pssp.html
for the latest README file.

The software requirements for the internal and external nodes are very
important. For the proper operation of a Cluster 1600 environment, the
requirements are:

» Software requirements for M/T 7040, 7026, 7017, and 9076
— AIX5L 5.1 and PSSP 3.4 or AIX 5L 5.2 PSSP 3.5
— AIX 4.3.3 and PSSP 3.4

» Software requirements for M/T 7039

— AIX 5L for POWER V5.1 with the 5100-03 recommended maintenance
package and PSSP 3.4 or PSSP 3.5
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» Software requirements for M/T 7028
The p630 servers, the HMC, and their associated control workstations, require
one of the following software levels when used as part of a Cluster 1600:

— AIX5L 5.1 and PSSP 3.4 or PSSP 3.5

— AIX5L 5.2 and PSSP 3.5

Note: Each Cluster 1600 system server requires its own PSSP license. PSSP
is available as a CD.

2.14 System partitioning with the SP Switch

In a switched SP, the switch chip is the basic building block of a system partition.
If a switch chip is placed in the system partition, then any nodes connected to
that chip’s node switch ports are members of that partition. Any system partition
in a switched SP is comprised physically of the switch chip, any nodes attached
to ports on those chips, and links that join those nodes and chips.

A system partition can be no smaller than a switch chip and the nodes attached
to it, and those nodes would occupy some number of slots in the frame. The
location of the nodes in the frame and their connection to the chips is a major
consideration if you are planning on implementing system partitioning.

Note: Systems with SP Switch2 or clustered servers cannot be partitioned,
only SP Switch allows partitioning.

Switch chips connect alternating pairs of slots in the frame. Switch boundaries
are:

Nodes 1, 2,5, 6
Nodes 3, 4,7, 8
Nodes 9, 10, 13, 14
Nodes 11, 12, 15, 16

v

v

v

v

For a single frame system with 16 slots, the possible systems partitioning the
number of slots per partition are:

» One system partition: 16
» Two system partitions: 12-4 or 8-8
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» Three system partitions: 4-4-8
» Four system partitions: 4-4-4-4

System partitioning is shown in Figure 2-31.
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Switch1
Frame 1

Figure 2-31 System partitioning

2.15 Cluster 1600 configuration rules

The eServer Cluster 1600 system has extremely wide scalability. For standard
configuration, the Cluster 1600 system can consist of up to 128 AIX operating
system images or logical nodes. This section provides you with information on
how you can expand your system and what kind of configuration fits your
requirement. We also provide a set of rules and sample configurations to
introduce you to the design of more complex Cluster 1600 configurations. You
may use these configuration rules as a checklist when you configure your
system.

There are several variables that determine the total number of logical nodes in a
cluster managed by PSSP. These are:

» The type of servers installed
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» Whether or not the system contains a switch
» The type of switch used
» Whether or not a server is divided into LPARs

Internal Nodes

SP internal nodes are:

» 332 MHz SMP thin node (F/C 2050)

» 332 MHz SMP wide node (F/C 2051)

» 200 MHzPOWER3 SMP thin node (F/C 2052)

» 200 MHzPOWER3 SMP wide node (F/C 2053)

» 375/450 MHz POWERS3 SMP thin node (F/C 2056)
» 375/450 MHz POWERS3 SMP wide node (F/C 2057)
» 222 MHz POWER3 SMP high node (F/C 2054)

» 375 POWER3 SMP high node (F/C 2058)

External nodes (switched system feature codes)

The switched system feature codes for external nodes are:

» SP-attached node M/T 7017, two RS-232 cables (F/C 9122).

» SP attached node M/T 7026 CSP RS-232 cable (F/C 9125 and F/C 3154)

» Specify Code — M/T 7040 switched LPAR, M/T 7039 switched LPAR, M/T
7039 server, or M/T 7028 server (F/C 9126)

External nodes (switchless system feature codes)

The switchless system feature codes for external nodes are:
» One RS-232 cable to S1 port M/T 7017 only (F/C 3150)
» CSP/SAMI RS-232 cable (F/C 3151)

» Internal Attachment Adapter (F/C 3154)

Frames

The available frames are:

» Short model frame (model 500)

» Tall model frame (model 550)

» Short expansion frame (F/C 1500)
» Tall expansion frame (F/C 1550)
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» SP Switch frame (F/C 2031)
» SP-attached server frame (F/C 9123)

Switches

The available switches are:

» SP Switch-8 (8-port switch, F/C 4008)
» SP Switch (16-port switch, F/C 4011)
» SP Switch2 (16-port switch, F/C 4012)

Switch adapter

The available switch adapters for external and internal nodes are:

» SP Switch Adapter (F/C 4020)

» SP Switch MX adapter (F/C 4022)

» SP Switch MX2 adapter (F/C 4023)

» SP System attachment adapter (F/C 8396)

» SP Switch2 Adapter POWERS3 high Node (F/C 4025)

» SP Switch2 Adapter thin/wide nodes (F/C 4026)

» SP Switch2 PCI adapter (F/C 8397)

» SP Switch2 PCI-X adapter (M/T 7039 only, F/C 8398)

The SP configurations are very flexible. Several types of processor nodes can be

intermixed within a frame. However, there are some basic configuration rules
that come into place.

Configuration Rule 1: The tall frames and short frames cannot be mixed
within an SP system.

All frames in an SP configuration must either be tall frames or short frames but
not a mixture. An SP Switch frame is classified as a tall frame. You can use an
SP Switch frame with tall frame configurations.

Configuration Rule 2: If there is a single PCI thin node in a drawer, it must
be installed in the odd slot position (left side of the drawer).

With the announcement of the POWER3 SMP nodes in 1999, a single PCI thin
node is allowed to be mounted in a drawer. In this circumstance, it must be
installed in the odd slot position (left side). This is because the lower slot number
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is what counts when a drawer is not fully populated. Moreover, different PCI thin
nodes are allowed to be mounted in the same drawer, such as you can install a
POWERS3 SMP thin node in the left side of a drawer and a 332 MHz thin node in
the right side of the same drawer.

Based on the configuration rule 1, the rest of this section is separated into two
major parts. The first part provides the configuration rule for using short frames,
and the second part provides the rules for using tall frames.

2.15.1 Short frame configurations

Short frames can be developed into two kinds of configurations: non-switched
and switched. The supported switch for short frame configurations is SP
Switch-8. Only one to eight internal nodes can be mounted in short frame
configurations. The SP-attached servers are not supported in short frame
configurations. Add the following to configuration rule 2: A single PCI thin node
must be the last node in a short frame.

Configuration Rule 3: A short model frame must be completely full before a
short expansion frame can mount nodes. You are not allowed any imbedded
empty drawers.

Non-switched short frame configurations

This configuration does not have a switch and mounts one to eight nodes. A

minimum configuration is formed by one short model frame and one PCI thin
node, or one wide node, or one high node, or one pair of MCA thin nodes, as
shown in Figure 2-32.

PCI Thin

High Node
Wide Node MCA Thin | MCA Thin

Figure 2-32 Minimum non-switched short frame configurations

The short model frame must be completely full before the short expansion frame
can mount nodes, as shown in Figure 2-33.
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Thin

Thin

Thin

Thin

PCI Thin

Wide Node

Wide Node

High Node

Figure 2-33 Example of non-switched short frame configuration

SP Switch-8 short frame configurations

This configuration mounts one to eight nodes and connects through a single SP
Switch-8. These nodes are mounted in one required short model frame
containing SP Switch-8 and additional non-switched short expansion frames.
Each node requires supported SP Switch adapters. Nodes in the non-switched
short expansion frames share unused switch ports in the short model frame.
Figure 2-34 on page 79 shows an example of a maximum SP Switch-8 short

frame configuration.

Configuration Rule 4: A short frame supports only a single SP Switch-8

board.
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Thin Thin Wide Node Wide Node
Thin Thin Wide Node Wide Node
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SP Switch-8 SP Switch-8
High Node High Node High Node High Node
High Node High Node High Node High Node
| SP Switch-8
High Node
PCI Thin
Thin Thin Wide Node
Wide Node Thin Thin
SP Switch-8

Figure 2-34 Maximum SP Switch-8 short frame configurations

2.15.2 Tall frame configurations

The tall frame offers several configurations, and it is more flexible than the short
frame. The SP-attached servers are supported in tall frame configurations. There
are four kinds of tall frame configurations, based on the switch type:

1. Non-switched

2. SP Switch-8

3. Single stage SP Switch
4. Two-stage SP Switch
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Configuration Rule 5: Tall frames support SP-attached servers.

Non-switched tall frame configuration

This configuration does not have a switch. A minimum configuration is formed by
one tall model frame and a single PCI thin node, or one wide node. In contrast to
the short frame configuration, the tall expansion frame can mount nodes even
when the model frame has some empty drawers. It provides more flexibility in
adding more nodes in the future.

SP Switch-8 tall frame configurations

This configuration mounts one to eight nodes and connects through a single SP
Switch-8. A minimum configuration is formed by one tall model frame equipped
with an SP-Switch-8 and single PCI thin node, or one wide node, or one high
node, or one pair of MCA thin nodes. Each node requires a supported SP Switch
adapter. A non-switched tall expansion frame may be added, and nodes in a
expansion frame share unused switch ports in the model frame. You are not
allowed any imbedded empty drawers. Again, if there is a single PCI thin node in
a drawer, it must be placed at the last node in a frame. Figure 2-35 shows
example of SP Switch-8 tall frame configurations.

Wide Node
Wide Node
Thin Thin Wide Node
Thin Thin Wide Node
Wide Node
High Node
Wide Node PCI Thin
Wide Node
High Node High Node
Wide Node
SP Switch-8 SP Switch-8

Figure 2-35 Example of SP Switch-8 tall frame configurations

Single-stage SP Switch configuration

This is probably the most common SP configuration. It provides both scalability
and flexibility. This configuration can mount one to eighty processor nodes in one
required tall model frame with an SP Switch and additional switched and/or
non-switched expansion frames. A minimum configuration is formed by one tall
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model frame equipped with an SP Switch and single PCI thin node, or one wide
node, or one high node, or one pair of MCA thin nodes. Each node requires a
supported SP Switch adapter. Empty drawers are allowed in this configuration.

Single-stage SP Switch with single SP Switch configuration

If your SP system has no more than 16 nodes, a single SP Switch is enough. In
this circumstance, non-switched expansion may be added depending on the
number of nodes and node locations (see 2.16.4, “The switch port numbering
rule” on page 92 and Figure 2-43 on page 94).

Figure 2-36 on page 82 shows an example of a single-stage SP Switch
configuration with no more than 16 nodes. In configuration (1), four wide nodes
and eight thin nodes are mounted in a tall model frame equipped with an SP
Switch. There are four available switch ports that you can use to attach
SP-Attached servers or SP Switch routers. Expansion frames are not supported
in this configuration because there are thin nodes on the right side of the model
frame.

Configuration Rule 6: If a model frame on a switched expansion frame has
thin nodes on the right side, it cannot support non-switched expansion frames.

In configuration (2), six wide nodes and two PCI thin nodes are mounted in a tall
model frame equipped with an SP Switch. There are also a high node, two wide
nodes, and four PCI thin nodes mounted in a non-switched expansion frame.
Note that all PCI thin nodes on the model frame must be placed on the left side to
comply with configuration rule 6. All thin nodes on an expansion frame are also
placed on the left side to comply with the switch port numbering rule. There is
one available switch port that you can use to attach SP-attached servers or SP
Switch routers.

In configuration (3), there are eight wide nodes mounted in a tall model frame
equipped with an SP Switch and four high nodes mounted in a non-switched
expansion frame (frame 2). The second non-switched expansion frame (frame 3)
is housed in a high node, two wide nodes, and one PCI thin node. This
configuration occupies all 16 switch ports in the model fame. Note that wide
nodes and PCI thin nodes in frame 3 have to be placed on high node locations.

Now let’s try to describe configuration (4). If you want to add two POWERS thin
nodes, what would be the locations?

A maximum of three non-switched expansion frames can be attached to each
model frame and switched expansion frame.
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Figure 2-36 Example of single SP Switch configurations
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Configuration Rule 7: SP Switch and SP Switch2 cannot coexist in the same
Cluster 1600 system.

Single-stage with multiple SP Switch configurations

If your SP system has 17 to 80 nodes, switched expansion frames are required.
You can add switched expansion frames and non-switched expansion frames.
Nodes in the non-switched expansion frame share unused switch ports that may
exist in the model frame and in the switched expansion frames. Figure 2-37
shows an example of a Single Stage SP Switch with both switched and
non-switched expansion frame configurations. There are four SP Switches; each

can support up to 16 processor nodes. Therefore, this example configuration can
mount a maximum of 64 nodes.

Mix of
Additional
Thin/Wide or
High Node

Nonswitched Expansion Frame

sion Frame
nsion Frame|
me ‘
rame
sion Frame

Nonswitched Expansion Frame

Mix of
Additional
Thin/Wide or
High Node

Mix of
Additional
Thin/Wide or
High Node

Mix of
Additional
Thin/Wide or
High Node

Nonswitched Expansit

Nonswitched Expansion Frame‘
Nonswitched Expal
Nonswitched Expansion Fi
Nonswitched Expansi

Nonswitched Expansion Frame
Nonswitched Expansion Frame,

Nonswitched Expansion Frame
Nonswitched Expansion Fral
Nonswitched Expansion Frame

| SP Switch

Il SP Switch | | SP Switch | [ seswich T

Figure 2-37 Example of a multiple SP Switch configuration

Two-stage SP Switch configurations

This configuration (Figure 2-38 on page 84) requires an SP Switch frame that
forms the second switching layer. A minimum of 24 processor nodes is required
to make this configuration work. It supports up to 128 nodes. Each node requires
a supported SP Switch adapter. These nodes are mounted in one required tall
model frame equipped with an SP Switch and at least one switched expansion
frame. The SP Switch in these frames forms the first switching layer. The SP
Switch frame is also required if you want more than 80 nodes or more than four
switched expansion frames. This configuration can utilize both switched and
non-switched expansion frames as well. Nodes in the non-switched expansion
frame share unused switch ports that may exist in the model frame.
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Example of two-stage SP Switch configuration

2.16 Numbering rules

84

Thin, wide, and high nodes can coexist in the same frame and in the same SP

system partition. Whether or not you use nodes with varied physical node sizes,
you must carefully consider the set of supported frame configurations. Extension

nodes (like an SP Switch Router), SP-attached servers, and SP Expansion I/0

Units must also be accommodated. For the Cluster 1600 numbering rules we

give information on all the various configurations and numberings.

In order to place nodes in an SP system, you need to know the following
numbering rules:

vyvyyy

The frame numbering rule

The slot numbering rule

The node numbering rule

The SP Switch port numbering rule
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2.16.1 The frame numbering rule

The administrator establishes the frame numbers when the system is installed.
Each frame is referenced by the t#y port to which the frame supervisor is
attached and is assigned a numeric identifier. The order in which the frames are
numbered determines the sequence in which they are examined during the
configuration process. This order is used to assign global identifiers to the switch
ports, nodes, and SP Expansion I/O Units. This is also the order used to
determine which frames share a switch.To allow for growth you can skip frame
numbers, but the highest number you can use for frames with nodes is 128.

If you have an SP Switch frame, you must configure it as the last frame in your
SP system. Assign a high frame number to an SP Switch frame to allow for future
expansion.

Frames can be the following types:

» A frame that has nodes and a switch is a switched frame.

» A frame with nodes and no switch is a non-switched expansion frame.

» A frame that has only switches for switch-to-switch connections is a
switch-only frame. This is also called an intermediate switch board (ISB)
frame.

» A frame that has only SP Expansion I/0O Units, no nodes and no switch, is a
non-node frame.

Note: The highest frame number that can be used for nodes is 128 and the
highest node number is 2047. Frame numbers from 129 through 250 can be
used for frames that do not have nodes.

2.16.2 The slot numbering rule

A tall frame contains eight drawers that have two slots each for a total of 16 slots.
A short frame has only four drawers and eight slots. When viewing a tall frame
from the front, the 16 slots are numbered sequentially from bottom left to top
right.

The position of a node in an SP system is sensed by the hardware. That position
is the slot to which it is wired and is the slot number of the node.

» A thin node occupies a single slot in a drawer, and its slot number is the
corresponding slot.

» A wide node occupies two slots, and its slot number is the odd-numbered slot.

» A high node occupies four consecutive slots in a frame. Its slot number is the
first (lowest number) of these slots.
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Figure 2-39 shows slot numbering for tall frames and short frames.

15 | 16
13 | 14
11 | 12
9 | 10
7 | 8 7 8
5 | 6 5 6
3 | 4 3 4
1 | 2 1 2

Figure 2-39 Slot numbering for short frames and tall frames (front view)

Rules for M/T7017-S70, S7A, S80, p680, and 7026-p660
The rules for these attached servers are:

» This SP-attached server type is viewed as a single frame containing a single
node.

» This SP-attached server occupies the slot one position.

» Each SP-attached server installed in the SP system subtracts one node from
the total node count allowed in the system. However, as the server has
frame-like features, it reserves sixteen node numbers that are used in
determining the node number of nodes placed after the attached server. The
algorithm for calculating the node_number is demonstrated in Figure 2-40 on
page 87.

node_number = (frame_number -1) * 16 + slot_number

Rules for HMC-controlled servers p690, p670, p655, p650, and p630

Note: An unpartitioned server has one LPAR and is seen by PSSP as one
node. A partitioned server is seen by PSSP as one frame with as many nodes
as there are LPARs. The number of these servers counts toward the total
number of servers in one system.

» Each of these servers is shown as a single frame.

» When no partitioning (LPAR) is configured, one node is shown for that frame.
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Important
information on
LPARs

» When partitioning (LPAR) is used, each LPAR is shown as a node in that
frame. An LPAR functions like an SP node. But since originally only 16 nodes
per frame are allowed in an SP frame, you can only configure up to 16 LPARs
in p690 and p690+ systems. No more than 16 LPARs will show up in a
frame.There is no support from IBM for LPARs 17 to 32 configured on a
system. Refer to “Cluster limits for supported pSeries server” on page 164.
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Figure 2-40 Node numbering

Based on the preceding information, you could configure a p690+ server to have
17 LPARs with LPAR numbers 1- 17. Realizing that the p690+ server can only
be attached to the Cluster 1600 system managed by PSSP if, and only if, it has
no more than 16 LPARs on it, you may think that you can delete any LPAR to
meet the restriction. However, this is not the case. If you deleted the LPAR with
LPAR number 5, the p690+ server would only have 16 LPARs on it, but they
would have LPAR numbers 1 - 4 and 6 - 17. The LPAR with LPAR number 17
violates one of the conditions for p690+ attachment. Therefore, instead of
deleting the LPAR with LPAR number 5, you must delete the LPAR with LPAR
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number 17 in order to properly configure the p690+ server for attachment to the
cluster.

An SP-attached server is managed by the PSSP components because it is in a
frame of its own. However, it does not enter into the determination of the frame
and switch configuration of your SP system. It has the following additional
characteristics:

» It cannot be the first frame.
» It connects to a switch port of a model frame or a switched expansion frame.

» It cannot be inserted between a switched frame and any non-switched
expansion frame using that switch.

2.16.3 The node numbering rule

88

A node number is a global ID assigned to a node. It is the primary means by
which an administrator can reference a specific node in the system. Node
numbers are assigned for all nodes including SP-attached servers regardless of
node or frame type. Replace node number with expansion number for the global
ID of an SP Expansion I/O Unit. Global IDs are assigned using the following
formula:

node _number = ((frame number - 1) x 16) + slot_number

where slot_number is the lowest slot number occupied by the node or unit. Each
type (size) of node occupies one slot or a consecutive sequence of slots. For
each node, there is an integer n such that a thin node or expansion unit occupies
slot n, a wide node occupies slots n, n+1, and a high node occupies n, n+1, n+2,
n+3. An SP-attached server is considered to be one node in one frame. For
single thin nodes (not in a pair), wide nodes, and high nodes, n must be odd. For
an SP-attached server, nis 1. Use nin place of slot_number in the formula.

Node numbers are assigned independent of whether the frame is fully populated.
Figure 2-41 on page 89 demonstrates node numbering. Frame 4 represents an
SP-Attached server in a position where it does not interrupt the switched frame
and companion non-switched expansion frame configuration. It can use a switch
port on frame 2, which is left available by the high nodes in frame 3. Its node
number is determined by using the previous formula.
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9 10 25 89
7 8 23 39
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3 4 19 35
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Frame 1 Frame 2 Frame 3 Frame 6

Frame 4 Node 49

Figure 2-41 Node numbering for an SP system

An SP Switch2 system is more flexible than an SP Switch system concerning
node placement. Actually, SP Switch2 has no restrictions on node placement. A
node can be placed anywhere it is allowed by the physical constraints.

The only SP Switch2 rules have to do with the system configuration and with
nodes connecting to the SP Switch2, which are as follows:

» You can connect a maximum of sixteen nodes to one switch.

» In a two-plane configuration, each node that is to use the switch must have
two adapters with the first adapter (css0) connected to the first switch (plane
0) and the second (css1) connected to the second switch (plane 1). Any node
connected to a switch in one plane must also be connected to a switch in the
other plane.

» The default configuration for a system with SP Switch2 switches is as follows:

— The system must contain a number of switches divisible by the number of
planes in the system. In other words, a one-plane system can have any
number of switches. A two-plane system must have an even number of
switches.

— In a two-plane system, all node switch boards must alternate between
planes. For example, in a two-plane system, the first frame to contain a
node switch board must contain a switch for plane 0, the second frame to
contain a node switch board must contain a switch for plane 1, the third for
plane 0, the fourth for plane 1, and so on.

Chapter 2. Validate hardware and software configuration 89



— If the system contains multiple node switch board frames, where the frame
contains one or more node switch boards in slots 1-16 of the frame, the
switches must alternate between planes. For example, for a multiple node
switch board frame in a two plane system, the switch in slot 0 must be in
plane 0, the switch in slot 2 must be in plane 1, and so on.

— If the system contains intermediate switch board frames, where the frame
contains one or more intermediate switch boards in slots 1-16 of the
frame, the switches must be split among the planes. For example, if a
system has two planes and eight intermediate switches, the first four
switches (slots 2, 4,6 and 8) must be on plane 0 and the second four
switches (slots 10, 12, 14 and 16) must be on plane 1.

4. You can override the default configuration. If you are not going to set up the
system based on the default, you need to create an /etc/plane.info file to let the
system know how the switches are to be configured.

Figure 2-42 on page 91 shows a sample configuration with a dual switch plane
attachment.
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Figure 2-42 Nodes and SP-attached servers in a dual plane configuration

In this configuration, each node has two SP Switch2 adapters installed. The cssO
connects to switch number 1 in Frame 1 and css1 connects to switch number 2
in Frame 2. Frames 5 to 8 are attached servers (pSeries p690). The css0
network is plane 0 and the css1 network is plane 1. A more detailed description
of this configuration and its advantages is as follows:

» Frame 1 with SP Switch 2 SW1 contains four wide nodes in slots 1, 3, 5, and
7 and two high nodes in slots 9 and 13. These nodes collectively use six
switch ports in SW1 and in SW2. Since slots 2, 4, 6, 8, 10, 11, 12, 14, 15, and
16 cannot be occupied by more nodes within the frame, ten switch ports
remain available at this point. The high nodes in slots 9 and 13 connect to SP
Expansion I/0O Units in Frame 3, slots 1 and 2, respectively.
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» Frame 2 with SP Switch SW2 has four high nodes at slots 1, 5, 9, and 13.
Each of them connect to SP Expansion I/O Units in Frame 3, slots 3, 4, 5, and
6 respectively. Each node also connects to SW1 and SW2, so six switch ports
now remain to be claimed on each switch.

» Frame 3 has no switch. It is a non-switched expansion frame. This frame has
eight SP Expansion 1/O Units, of which six are used by nodes in Frames 1
and 2. It also has two high nodes at slots 9 and 13 connected to the I/O units
in slots 7 and 8 and two switch ports in SW1 and SW2, leaving four ports yet
to be claimed on each switch.

» Frames 5 through 8 are SP-attached servers, each connected to one of the
remaining four ports in each switch. The first of these has frame number 5.

We still have room for future upgrades in this configuration. For instance, by
replacing the wide nodes in Frame 1 with two high nodes, another SP expansion
frame (as Frame 4) can house two more high nodes and SP Expansion I/O Units.

Note: With SP Switch2, node numbers and switch port numbers are
automatically generated.

2.16.4 The switch port numbering rule

Switch port
numbering - SP
Switch

In a switched system, the switch boards are attached to each other to form a
larger communication fabric. Each switch provides some number of ports to
which a node can connect (16 ports for an SP Switch/SP Switch2 and 8 ports for
the SP Switch-8.) In larger systems, additional switch boards (intermediate
switch boards) in the SP Switch frame are provided for switch board connectivity;
such boards do not provide node switch ports.

Switch boards are numbered sequentially starting with 1 from the frame with the
lowest frame number to that with the highest frame number. Each full switch
board contains a range of 16 switch port numbers (also known as switch node
numbers) that can be assigned. These ranges are also in sequential order with
their switch board number. For example, switch board 1 contains switch port
numbers 0 through 15.

Switch port numbers are used internally in PSSP software as a direct index into
the switch topology and to determine routes between switch nodes.

Switch port numbering for an SP Switch

The SP Switch has 16 ports. Whether a node is connected to a switch within its
frame or to a switch outside of its frame, you can use the following formula to
determine the switch port number to which a node is attached:

switch_port_number = ((switch_number - 1) x 16) + switch_port_assigned
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where switch _number is the number of the switch board to which the node is
connected, and switch_port_assigned is the number assigned to the port on the
switch board (0 to 15) to which the node is connected.

Figure 2-43 on page 94 shows the frame and switch configurations that are
supported and the switch port number assignments in each node. Let us
describe more details about each configuration.

In configuration 1, the switched frame has an SP Switch that uses all 16 of its
switch ports. Since all switch ports are used, the frame does not support
non-switched expansion frames.

If the switched frame has only wide nodes, it could use, at most, eight switch
ports and, therefore, has eight switch ports to share with non-switched expansion
frames. These expansion frames can be configured as in configuration 2 or
configuration 3.

In configuration 4, four high nodes are mounted in the switched frame. Therefore,
its switch can support 12 additional nodes in non-switched expansion frames.
Each of these non-switched frames can house a maximum of four high nodes. If
wide nodes are used, they must be placed in the high node slot positions.

A single PCI thin node can be mounted in a drawer. Therefore, it can be mounted
in non-switched expansion frames. In this circumstance, it must be installed in
the wide node slot positions (configuration 2) or high node slot positions
(configuration 3 and 4).
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Figure 2-43 Switch port numbering for an SP Switch
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Switch port

Switch port numbering for an SP Switch-8

numbering-SP Node numbers for short and tall frames are assigned using the same algorithm.

Switch-8

Switch port
numbering - SP
Switch2

See 2.16.3, “The node numbering rule” on page 88.

An SP system with SP switch-8 contains only switch port numbers 0 - 7. The
following algorithm is used to assign nodes their switch port numbers in systems
with eight port switches:

1. Assign the node in slot 1 to switch_port_number = 0. Increment
switch_port_number by 1.

2. Check the next slot. If there is a node in the slot, assign it the current
switch_port_number, then increment the number by 1.

Repeat until you reach the last slot in the frame or switch port number 7,
whichever comes first.

Figure 2-44 shows sample switch port numbers for a system with a short frame
and an SP Switch-8.

s 77777
2
5 ;

Figure 2-44 Example of switch port numbering for an SP Switch-8

Switch port numbering for an SP Switch2

The switch port numbers for an SP Switch2 system are automatically assigned
sequentially by the PSSP switch management component (CSS). As a node is
assigned a CSS adapter, it is given the lowest available switch node number
from 0 through 511. There is no correlation between the switch port number and
any hardware connections.
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Switch port Switch port numbering for a switchless system

number - Perhaps you plan your Cluster 1600 system without a switch, but even if you do
switchless not plan to use an SP Switch you need to plan a switch network, whenever you
system plan to use any of the following:

» System partitioning

» An SP-attached server (now or in the future)

In any switchless system, a logical switch port number can be evaluated using
frame numbers and slot numbers with the following formula:

switch_port_number = ((frame_number - 1) x 16) + slot_number - 1

Related documentation

The following documents should help you understand the concepts and
examples covered in this guide in order to maximize your chances of success in
the exam.

SP manuals

The manual RS/6000 SP: Planning, Volume 1, Hardware and Physical
Environment, GA22-7280 is a helpful hardware reference. It is included here to
help you select nodes, frames, and other components needed, and ensure that
you have the correct the physical configuration and environment.

RS/6000 SP Planning, Volume 2: Control Workstation and Software
Environment, GA22-7281 is a good reference to help plan and make decisions
about what components to install and also which nodes, frames, and switches to
use, depending on the purpose.

332 MHz Thin and Wide Node Service, GA22-7330 explains the configuration of
332 MHz thin and wide nodes.

SP redbooks

Inside the RS/6000 SF, SG24-5145 serves as an excellent reference for
understanding the various SP system configurations you could have.

RS/6000 SP Systems Handbook, SG24-5596 is a comprehensive guide
dedicated to the RS/6000 SP product line. Major hardware and software
offerings are introduced and their prominent functions discussed.

2.17 Sample questions

This section provides a series of questions to help aid you in preparation for the
certification exam. The answers to these questions can be found in Appendix A.
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. The SP Switch router node is an extension node. It can support multiple
switch adapter connections for higher availability and performance. Which of
the following is not a requirement of extension nodes?

a. CWS

b. PSSP 2.4 or higher on Primary node
c. Primary node

d. Backup node

. Which of the following is not a true statement regarding the capability of an
SP Switch2 over an SP Switch?

a. Fault isolation

b. Compatible with older SP Switch switches

c. Improved bandwidth

d. Higher availability

. Which is a minimum prerequisite for PSSP Version 3 release 5?
a. AIX 5L Version 5.1

b. IBM C for AIX, Version 4.3

c. Performance Toolbox Parallel Extensions (PTPE)

d. IBM Performance Toolbox, Manager Component, Version 2.2

. A customer is upgrading an existing 200 MHz high node to the new 332 MHz
SMP thin node. The SP system contains an SP Switch. How many available
adapter slots will the customer have on the new node?

a. Two PCI slots. The Ethernet is integrated, and the SP Switch has a
dedicated slot.

b. Eight PCI slots. Two slots are used by an Ethernet adapter and the SP
Switch adapter.

c. Ten PCl slots. The Ethernet is integrated, and the SP Switch has a
dedicated slot.

d. Nine PCI slots. The Ethernet is integrated, and the SP Switch adapter
takes up one PCI slot.

. An SP-attached M/T 7040 server controlled by an HMC requires connectivity
with the SP system in order to establish a functional and safe network. How
many connections to the CWS are required?

a. 1-one Ethernet connection from HMC to the SP administrative LAN

b. 3 - one Ethernet connection from HMC to the SP LAN, one RS-232 to the
CWS and one RS-232 connection to the SP-attached server
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c. 2 -one Ethernet connection from HMC to the SP LAN, one RS-232
connection to the CWS

d. 1-one RS-232 connection from the HMC to the CWS
6. Which of the following is NOT a function provided by the control workstation?
a. Authentication Service
b. File Collection Service
c. Boot/Install Service
d. Ticket Granting Service
7. Which of the following is a minimum prerequisite for the CWS hardware?
a. Two color graphic adapters
b. SP Ethernet adapters for connections to the SP Ethernet
c. 2 GB of disk storage
d. 1 GB of main memory

8. Which SP-attached server is not using the integrated Ethernet and does not
require the SP LAN adapter to be en0?

a. M/T 7017
b. M/T 7040
c. M/T 7026
d. M/T 7039

9. An SP-attached server M/T 7040 p690, fully configured, is part of a Cluster
1600. It is configured with 12 LPARs. Which of the following statements
regarding LPARs is correct?

a. Up to 32 LPARs can be configured and controlled by the CWS
b. Each LPAR will show up as single frame in perspectives

c. Only four more LPARs can be configured in order to not exceed the 16
LPARs per server limit

d. 17 LPARs are configured and LPAR 6 can be deleted to satisfy the 16
LPARs per server limit

10.Which of the following statements regarding configuration rules is correct?
a. The tall frame and short frames can be mixed within an SP system.
b. A short frame supports only a single SP Switch-8 board.
c. Tall frames does not support SP-Attached servers.
d

. If there is a single PCI thin node in a drawer, it must be installed in the
even slot position (right side of the dra