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Notices

This information was developed for products and services offered in the U.S.A.

IBM may not offer the products, services, or features discussed in this document in other countries. Consult
your local IBM representative for information on the products and services currently available in your area.
Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM
product, program, or service may be used. Any functionally equivalent product, program, or service that
does not infringe any IBM intellectual property right may be used instead. However, it is the user's
responsibility to evaluate and verify the operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter described in this document.
The furnishing of this document does not give you any license to these patents. You can send license
inquiries, in writing, to:

IBM Director of Licensing, IBM Corporation, North Castle Drive Armonk, NY 10504-1785 U.S.A.

The following paragraph does not apply to the United Kingdom or any other country where such provisions
are inconsistent with local law: INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES
THIS PUBLICATION "AS I1S" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED,
INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer
of express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made
to the information herein; these changes will be incorporated in new editions of the publication. IBM may
make improvements and/or changes in the product(s) and/or the program(s) described in this publication at
any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any
manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the
materials for this IBM product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it believes appropriate without
incurring any obligation to you.

Any performance data contained herein was determined in a controlled environment. Therefore, the results
obtained in other operating environments may vary significantly. Some measurements may have been made
on development-level systems and there is no guarantee that these measurements will be the same on
generally available systems. Furthermore, some measurement may have been estimated through
extrapolation. Actual results may vary. Users of this document should verify the applicable data for their
specific environment.

Information concerning non-IBM products was obtained from the suppliers of those products, their published
announcements or other publicly available sources. IBM has not tested those products and cannot confirm
the accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on
the capabilities of non-IBM products should be addressed to the suppliers of those products.

This information contains examples of data and reports used in daily business operations. To illustrate them
as completely as possible, the examples include the names of individuals, companies, brands, and products.
All of these names are fictitious and any similarity to the names and addresses used by an actual business
enterprise is entirely coincidental.

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrates programming
techniques on various operating platforms. You may copy, modify, and distribute these sample programs in
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any form without payment to IBM, for the purposes of developing, using, marketing or distributing application
programs conforming to the application programming interface for the operating platform for which the
sample programs are written. These examples have not been thoroughly tested under all conditions. IBM,
therefore, cannot guarantee or imply reliability, serviceability, or function of these programs. You may copy,
modify, and distribute these sample programs in any form without payment to IBM for the purposes of
developing, using, marketing, or distributing application programs conforming to IBM's application
programming interfaces.
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Preface

The AIX® 5L™ and IBM® @server pSeries® Certifications offered through the
Professional Certification Program from IBM, are designed to validate the skills
required of technical professionals who work in the powerful and often complex
environments of AIX 5L and @server pSeries. A complete set of professional
certifications are available. They include:

» IBM Certified Specialist - @server p5 and pSeries Administration and
Support for AIX 5L V5.3

IBM @server Certified Specialist - AIX 5L Basic Operations V5

IBM @server Certified Specialist - p5 and pSeries Technical Sales Support
IBM Certified Specialist - @server p5 Sales Solutions

IBM Certified Systems Expert - @server p5 and pSeries Enterprise
Technical Support AIX 5L V5.3

IBM Certified Systems Expert - IBM System p5 Virtulization Technical
Support AIX 5L V5.3

» IBM @server Certified Systems Expert - pSeries HACMP™ for AIX 5L
» IBM Certified Advanced Technical Export - IBM System p5 2006

vVvyyy

v

Each certification is developed by following a thorough and rigorous process to
ensure the exam is applicable to the job role, and is a meaningful and
appropriate assessment of skill. Subject Matter Experts who successfully
perform the job, participate throughout the entire development process. These
job incumbents bring a wealth of experience into the development process, thus,
making the exams much more meaningful than the typical test, which only
captures classroom knowledge. These experienced Subject Matter Experts
ensure the exams are relevant to the real world and that the test content is both
useful and valid. The result is a certification of value, which appropriately
measures the skills required to perform the job role.

This redbook is designed as a study guide for professionals wishing to prepare
for the certification exam to achieve: IBM Certified Specialist - @server p5 and
pSeries Administration and Support for AIX 5L V5.3.

The certification validates a broad scope of AIX 5L administration and support
skills and the ability to perform general AIX 5L software system maintenance,
including installation. The certification is applicable to AIX 5L administration
professionals who conduct the AIX 5L problem determination and resolution
activities needed to successfully support customers, or clients, in an AIX 5L
environment, to maintain system reliability and support daily management.
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This redbook helps AlX 5L administrators seeking a comprehensive and
task-oriented guide for developing the knowledge and skills required for the
certification. It is designed to provide a combination of theory and practical
experience needed for a general understanding of the subject matter.

This redbook does not replace practical experience you should have, but is an
effective tool that, when combined with education activities and experience,
should prove to be a very useful preparation guide for the exam. Due to the
practical nature of the certification content, this publication can also be used as a
desk-side reference. So, whether you are planning to take the IBM Certified
Specialist - @server p5 and pSeries Administration and Support for AIX 5L V5.3
exam, or if you just want to validate your AIX 5L system administration and
support skills, this redbook is for you.

For additional information about certification and instructions on How to Register
for an exam, visit our Web site at:

http://www.ibm.com/certify

The team that wrote this redbook

This redbook was produced by a team of specialists from around the world
working at the International Technical Support Organization, Austin Center.

José Eduardo Martinez Cordero, born in 1975, is an IT Specialist in Mexico
City. He is a Computer Engineer graduate from Universidad Nacional Autonoma
de Mexico, ENEP Aragon, and started his career at IBM on May 1998. He
provides technical support for customers on e-Business Hosting Services and
recommendations for new proposals. He also has been responsible for planning
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1

Certification exam - Test 222

This chapter provides information useful for a successfully preparation for IBM
certification Test 222. For more recent/updated information about the objectives,

visit our Web site at:
http://www.ibm.com/certify

On the same Web site, you can find sample and assessment tests.

© Copyright IBM Corp. 2006. All rights reserved.
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1.1 Overview of the certification exam

The certification exam covers topics related to basic support and administration
tasks on AIX 5L Version 5.3.

Table 1-1 gives a summary of the topics and the corresponding chapter in this
publication.

Table 1-1 Overview of the topics in Test 222

Topic Chapter

Section 1 - Planning

Determine device needs (such as, communication adapters, disk Chapter 2,
controllers, HBAs, tape drives, CD-ROM drives, and so on) on page 11

Determine the AIX 5L OS level compatibility.

Determine redundancy requirements for levels of availability (for
example: multiple I/O controllers, multiple communication controllers,
multiple processors, multiple power supplies, RAID-level protection,
dynamic CPU deallocation, dead gateway detection)

Select appropriate IBM resources for system planning

Describe LPAR and dynamic LPAR features and benefits

Determine disk requirements
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Topic Chapter

Section 2 - AIX 5L Installation and Updates

Install AIX 5L from media using CD-ROM, DVD-ROM or tape Chapter 3,
on page 25

Describe the NIM installation process and configuration

Identify why an installation hangs or fails

Identify installation LED codes

Describe the purpose of the Trusted Computing Base (TCB)

Describe the alternate disk installation process and its advantages

Describe the process to clone a system from a mksysh command backup

Describe the differences between migration, preservation, and new and
complete overwrite installation

Install software updates (PTFs, and so on)

Describe the options available for adding and removing filesets (for
example, commit, apply, remove, or reject)

Describe the AIX 5L installation packaging

Given an operating system or application requirement, select the
appropriate AlX 5L installation method

Manage filesets (for example, use the bffcreate and inutoc commads)

Identify the operating system maintenance level and installed filesets

Verify integrity of OS (for example, use the 1ppchk command and its
flags)

Describe the differences between the installp and rpm commands

Chapter 1. Certification exam - Test 222
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Topic

Chapter

Section 3 - Boot Process

Describe the boot process (cfgmgr, file system mounts, application
startup, rootvg varyon, BIST, POST, boot sector load, login enablement)

Describe the use of the /etc/inittab file

Describe LED codes (121, 223, 229, 551, 552, 553, 581, OC31, OC32)

Describe how to recover from a hung boot process

Describe run levels 0 through 9

Describe the use of the following rc.* files (rc.net, rc.tcpip, rc.boot, rc.,
rc.local)

Show, modify, and reset bootlist

Chapter 4,
on page 91

Section 4 - Configuration

Describe the function of the ODM and the locations of its files

Query ODM

Describe the function of SMIT

Describe the process to run a Linux operating system application under
the AIX 5L operating system

Configure the network using the following: TCP/IP, /etc/hosts, hostname,
ifconfig, chdev, route, /etc/resolv.conf, etc/netsvc.conf, no,
/etc/ntpd.conf

Configure an Ethernet adapter (speed, duplex, virtual Ethernet)

Use NFS to import or export file systems (for example, /etc/exports, biod,
nfsd)

Configure, list, and modify paging space

Determine and modify existing device configuration

Reconfigure system to move from 32-bit to 64-bit mode and vice versa

Check for possible exposure in system access files (for example,
/etc/hosts.equiv, .rhosts, .netrc, .forward)

Chapter 5,
on
page 119
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Topic Chapter

Section 5 - Storage and LVM

Describe the relationship between physical and logical volumes and Chapter 6,
volume groups on

- X - - - page 207
Describe the relationship between logical volumes and file systems and
Describe the differences between JFS compared with JFS2 oC:apter 7
Manage volume groups ( use the varyonvg, varoffvg, mkvg, importvg, | Page 265

exportvg, 1svg commands)

Manage logical volumes

Manage file systems (mount, fsck, chfs, mkfs, defragfs)

Describe the relationship between physical partition size and physical
disk size

List the attributes of volume groups, logical volumes, and file systems
that cannot be changed

Migrate data from one physical volume to another

Chapter 1. Certification exam - Test 222 5
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Topic Chapter

Section 6 - Monitoring and Tuning

Monitor root mail for error messages Chapter 9,
on
page 367
Monitor file systems growth to prevent a full file system Chapter 8,
on
Monitor the error log for hardware and software errors page 281

Use and interpret output from the vmstat and sar commands to
determine performance problems

Use /etc/tunables for customization of system parameters

Given system performance problems, select the appropriate tool(s) (for
example, vmstat, iostat, topas, netstat, sar, /proc)

Use and interpret output from the netstat and iostat commands to
determine performance problems

Use and interpret the output of /proc commands for problem
determination

Configure and monitor syslog for error conditions

Describe the system commands that document current system
configuration

Use the Resource System Controller (RSCT) to set up resource and
system monitoring

Describe the advantages of using Workload Manager (WLM) for system
resource allocation

Describe Partition Load Manager features

Describe how to determine and recover from a full file system Chapter 9,
on
page 367
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Topic Chapter

Section 7 - Problem Determination and Resolution

Given a system problem, determine which tool (for example, errpt, diag, | Chapter 9,
netstat, ifconfig, ping, filemon, traceroute) is appropriate for on
problem determination page 367

Monitor, interpret and manage the error log using the errpt or errclear
commands

Identify reasons to monitor the root user's mail

Identify when to use PerfPMRs

Manage a support call with IBM (for example, open, severity levels,
escalation, closing)

Determine how to size and configure dump devices

Describe hot plug processes for replacing devices

Given user problems, determine the appropriate actions (for example,
usrck, grpck, file permissions, resetting failed login attempts, user limits)

Given a hardware related problem, identify the probable cause

Given failed disk situations, describe the procedures for replacing the
bad disk

Access rootvg in maintenance mode

Use the alog command to examine boot messages to locate startup
problems

Troubleshoot system hangs when trying to start desktop

Troubleshoot error unable to open display
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Topic Chapter

Section 8 - Backup and Recovery / Disaster Recovery

Describe methods of backing up and restoring the operating system (for | Chapter 10,
example, using the mksysb command) on
page 447

Describe methods of managing and positioning tape backup media for
backup and restore purposes

Describe methods of backing up and restoring data and data structures
(savevg and restvg, backup and restore, tar, cpio, pax, mkcd, gzip and
gunzip)

Describe methods to list or verify contents of backup media

Describe methods of selectively altering or excluding data during backup
and restore process

Identify the elements of disaster recovery plans based on business
needs

Describe the differences between full, differential, and incremental
backups and their effect on backup and restore windows

Section 9 - Daily Management

Add, delete, or alter user IDs and passwords Chapter 11,

on
Alter default user profiles and limits (for example, command shell profiles page 477

and /etc/security)

Describe methods to monitor and manage processes (for example, ps,
kill, nice, fuser, topas, svmon)

Identify and correct errors in shell script examples

Define AIX 5L file and directory permissions (for example, user, group,
other) and ownership

Define or modify file permissions and ownership (for example, chmod,
chown, chgrp)

Describe the differences between foreground and background
processes

Describe how to check and alter priority of a process

Describe the differences between local and global variables and how to
set, un-set, and show them
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Topic Chapter
Describe how to enable System V printing Chapter 14,
on
Manage the print queuing subsystem page 603
Edit a file using the vi command Chapter 13,
on
page 585
Describe methods to read, create, delete, or configure E-mail Chapter 12,
on
page 565
Describe use of metacharacters and wild cards within the shell Chapter 11,
on
Describe how to redirect stdin, stdout, and stderr page 477
Use the cron command to schedule tasks
Control system processes using System Resource Controller (SRC)

Chapter 1. Certification exam - Test222 9
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2

System planning

This Chapter provides topics from the certification exam used to size a new
AIX 5L system. System pre-planning is important: it is not only CPU, memory
and DASD capacity that counts. By introducing new technologies, such as
POWER5™, new additional hardware may be required for some features.

Topics discussed in this Chapter are:

>

>

>

Determining device needs for an AlX 5L system
AIX 5L OS level compatibility

System availability

Appropriate IBM resources for system planning
The LPAR Validation Tool

Basic disk requirements

© Copyright IBM Corp. 2006. All rights reserved. 11
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2.1 Determining device needs for an AIX 5L system

To get the most out of an AIX 5L system, the hardware used is important. It is
always possible to add, upgrade, and configure new devices later, but an initial
architecture planning step cannot be skipped. For example, a system may
require an additional server named the Hardware Management Console (HMC)
to provide advanced management functions.

During this planning phase, various documentation is available. Especially when
designing a complex environment with virtualization on POWERS5
processor-based systems, an LPAR Validation Tool can be downloaded. More
information about this can be found in Section 2.5, “The LPAR Validation Tool” on
page 22.

Table 2-1 shows a sample hardware checklist to guide you through the process
of identifying required devices. For the current list of I/O features, visit:

http://www.ibm.com/systems/p/hardware/factsfeatures.html

and choose 1I/O features.

Table 2-1 A sample hardware checklist

Category

Requirement

Device needed

Communication

Token-ring network connection

Token-ring adapter

Ethernet (10/100/1000 Mbps) connection

Ethernet adapter (copper/fiber)

Media 1/0 Read from DVD-ROM disc DVD-ROM drive
Read/write DVD-RAM disc DVD-RAM drive
Read/write tape cartridge Compatible tape streamer (SCSl/fiber)
Hard drives Internal disks Designated SCSI controller
Disks with hardware RAID protection Special RAID adapter
External disks in a Storage Area Network Fibre Channel Host Bus Adapter
External disks in SSA tower SSA adapter
Expansion Extra slots to install adapters Expansion drawer (including cables)

Extra CPU / memory

Additional r riser cards

Virtualization

APV feature, HMC, or other software
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2.2 AIX 5L OS level compatibility

This section describes how binary compatibility is ensured for systems running
mixed levels of the operating system.

After a migration installation, you may notice filesets on the system in the
OBSOLETE state. Obsolete filesets were installed by earlier versions of the
operating system, but they remain on the current system because the migration
only replaced some, but not all, of the files they contain. These filesets remain
necessary for systems running mixed levels of the operating system.

During a migration installation, the following filesets are automatically included:
» Base operating system commands

» Base operating system libraries

» Base operating system curses/termcap

» Base operating system networking

» Base operating system directories/files (symlinks)

» Messages

» X11R3

» X11R4

» X11 fonts

A system using AIX 4.2 can operate as a server system for client machines using
AIX 5L Version 5.3 with the following exceptions:

» Network installation of AIX 5L Version 5.3 clients

» Service SNA or X.25 to AIX 5L Version 5.3 clients

» Service HCON to AIX 5L Version 5.3 clients

» Service CGE extensions of PEX and PEX-PHIGS

» Use of AIX 5L Version 5.3 client installation formats

Font servers might be required on the AIX 5L Version 5.3 clients to reliably
handle AlXwindows between server and client.

A system using AIX 5L Version 5.3 might operate as a server system for client
machines using AIX 4.2 or later versions as long as the necessary compatibility
options are installed. All statements about binary compatibility apply in this case.
AIX 5L Version 5.3 applications might not execute reliably on AlX 4.2 systems
using remote network mounts from an AIX 5L Version 5.3 file system.

Chapter 2. System planning 13
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2.2.1 Applications from earlier AIX 5L Version 5 releases

AIX 5L Version 5.1 and Version 5.2 applications written for RS/6000®
POWER3™-, POWER4™-, POWERS5-, and PowerPC®-based models can be
executed on AIX 5L Version 5.3 without recompilation for the same and newer
models in that processor family (POWERS3, POWER4, POWERS, or PowerPC).
Exceptions are applications compiled using POWERS3-, POWER4-, POWERS5- or
PowerPC-specific compiler options but executed on models other than POWERS,
POWER4, POWERS5, or PowerPC, respectively, or applications using:

» Non-shared compiles of AlX-shared libraries

» Features explicitly described as non-portable by IBM in the AlX Version 4 or
AIX 5L reference manuals

» Undocumented AIX 5L internal features
» X11R5 Server Extensions
» Locales based on IBM-850 codesets

» Legacy security library interfaces executing on AIX 5L Version 5 systems with
long user names enabled

Any program that must run in all environments—POWERS3, POWER4, POWERS5,
and PowerPC (601 and newer PowerPC processors)—must be compiled using
the common mode or PowerPC option of the compiler. Programs compiled to
exploit POWERS5 technology must be run on POWERS processor types.
Programs compiled to exploit POWER4 technology must be run on POWER4 or
POWERS processor types. Programs compiled to exploit POWERS technology
may be run on POWER3, POWER4, or POWERS5 processor types, though there
may be some performance penalty when running on POWER4 or POWERS5.
Programs compiled to exploit PowerPC-based technology must be run on
PowerPC-based processors. Existing binaries need not be recompiled to operate
on the target processors

2.2.2 Applications on AIX 5L Version 5.3 with long user names

AIX 5L Version 5.3 systems can be configured to accommodate user and group
names exceeding eight characters. Applications that have not been specifically
structured to handle long user and group names and which use older security
library interfaces with eight character name limits or which depend on user and
group names not exceeding eight characters in length may not work correctly on
systems which have been enabled for long user and group names. AIX 5L
Version 5.3 commands which display user and group names will truncate user
and group names to eight characters to accommodate existing use unless
command-specific options are utilized to display long user and group names.

The older security interfaces are provided in Table 2-2.
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Table 2-2 Previous security interfaces

Previous Security Library Interface Long Username-Enabled Alternative
ckuserID() authenticatex()

cuserid() getpwuid()

getuinfo() getuinfox()

getuinfo_r() getuinfox()

getuserpw() getuserpwx()

newpass() newpassx()

putuserpw() putuserpwx()

putuserwhist() putuserpwxhist()

AIX 5L Version 5.3 systems running applications using security library interfaces
should not be configured for long user names unless the applications have been
tested successfully for long user name support.

2.2.3 32-bit applications from AIX Version 4 releases

AIX Version 4.1, 4.2, or 4.3 applications written for RS/6000 POWERS3-,
POWER4-, and PowerPC-based models can be executed on AIX 5L without
recompilation for same and newer models in that processor family (POWERS3,
POWER4, POWERS5, or PowerPC). Exceptions are applications compiled using
POWERS3-, POWER4-, or PowerPC-specific compiler options executed on
models other than POWERS3, POWER4, POWERS5, or PowerPC, respectively, or
applications using:

» Non-shared compiles of AlX shared libraries

» Features explicitly described as non-portable by IBM in the AIX Version 4 or
AIX 5L reference manuals

» Undocumented AlX internal features

» X11R5 Server Extensions

» Locales based on IBM-850 codesets

» Legacy security interfaces executing on AIX 5L systems with long user names
enabled

Programs compiled to exploit POWERS5 technology must be run on POWERS
processor types. Programs compiled to exploit POWER4 technology must be run
on POWER4 or POWERS5 processor types. Programs compiled to exploit
POWERS technology may be run on POWER3, POWER4, or POWERS
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processor types, though there may be some performance penalty when running
on POWER4 or POWERS5. Programs compiled to exploit PowerPC-based
technology must be run on PowerPC-based processors. Existing binaries need
not be recompiled to operate on the target processors.

| 2.2.4 64-bit applications from AIX Version 4 releases

Any 64-bit applications produced using AlX Version 4 will not execute on AIX 5L.
These applications need to be recompiled from the source on AIX 5L to execute
on this version of AIX. The 64-bit applications produced using AIX 5L on any of
the 32-bit or 64-bit processor models will execute without recompilation on the
64-bit processor models. The 32-bit applications produced using AIX 5L on either
32-bit or 64-bit processor models will execute without recompilation on both
models.

| 2.2.5 X11R5 and X11R6 compatibility on AIX 5L Version 5

The AIX 5L X-server uses the X-Consortium release 6 of X (commonly known as
X11R6). The libraries shipped by IBM with X11R6 are backward compatible and
the client applications that access these libraries work as on AlX Version 4. As on
AIX Version 4, IBM will also ship X11R3, X11R4, X11R5 compatibility installation
options for maximum flexibility.

The majority of applications using X fall into this category and will not cause any
difficulty. However, a small number of X-applications use the loadable extension
facility provided by the X-server.

The X-server allows for the addition of new functionality through its extension
mechanism. For each extension, part of the extension is loaded into the X-server
before it can be executed. X11R6 has modified how this mechanism works in the
course of improvements to X, and it is this part of the extension that must be
made compatible with X11R6 to execute properly. All extensions supplied by IBM
have been made compatible. In some circumstances, you may have an extension
that does not work with X11R6; for example:

» Sample extension downloaded from the X-Consortium FTP site

» Customer-developed extension

» Third-party extension

In these cases, the extension needs to be made compatible with X11R6 before it
executes properly. Customer-developed extensions and sample X consortium

extensions need to be recompiled with the X11R6 environment. For third-party
extensions, contact the vendor for a X11R6-compatible update.
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If you use non-IBM display adapters, you may also be using vendor supplied
software specific to those devices that uses X11R6 server capabilities. If so, this
software must be compatible with X11R6 to operate properly. Contact the vendor
of the display adapter for this software.

| 2.2.6 Binary differences between AIX Version 3 and AIX 5L

All AIX applications using AlX V3R3.2 or later, for POWER™-, POWER2™-, and
PowerPC-based models that are written in accordance with the guidelines in this

| announcement and other AIX announcements run on AlX 5L without
recompilation for those same models. The exceptions to this statement would be
applications compiled using POWER2- or PowerPC- specific compiler options
but run on models other than POWER2 or PowerPC, or applications using the
following:

» Their own loadable kernel extensions

» Certain high-function terminal control interfaces
» X11R8 input device interfaces

» The CIO LAN device driver interface

» SCSI device configuration methods (IHVs)

» The nlist() interface

» DCE threads

| » Previous security interfaces executing on AlX 5L systems with long user
names enabled.

Note: Any program that must run in all environments (POWER family,
POWER2, and POWER-based models 601 and higher) must be compiled
using the common mode of the compiler. Programs compiled to exploit
POWER2 technology must be run on POWER2 processors. Existing code
need not be recompiled to run.

Applications must have been created using the AIX shared libraries for these
binary compatibility statements to apply.

2.3 System availability

| In order to increase system availability, care must be taken when the system is
designed and configured.

Chapter 2. System planning 17
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From a hardware point of view, you should include in your system configuration
redundant components to avoid single points of failure (SPOF). This normally
comes with a cost. The final configuration of your system will always be a
trade-off between the level of availability and the price of those features.

The time spent to replace or upgrade a component also affects your system
availability. When planning your system, keep in mind the placement of devices
that are more likely to be replaced, such as adapters or disks. Serviceability of
your system improves overall availability.

You should configure your system to be resilient to one or more device failures.

When planning and configuring the system you should also take into account
external factors such as network that might affect the overall availability of the
services provided by your system.

2.3.1 Availability of hardware components

You can increase the availability of your system using redundant or fault tolerant
hardware components such as:

» Hardware Management Console (HMC)

If you are using advanced POWERS5 processor-based systems that require
the presence of an HMC you should use dual HMCs to provide redundancy of
this critical management interface.

» Redundant Service Processor (SP)

If a service processor is unavailable, its function will dynamically be taken
over by the redundant service processor.

» System Power Control Network (SPCN) cables

SPCN cables provide communication between the server power system and
drawer or tower power system. They are connected in a loop. Should any
segment of the loop fails, the system and external drawers or towers will
remain connected.

» 1/O connectors

The server design should use dual I/O connections between the Central
Electronics Complex (CEC) and I/O drawers or I/O towers. Should an 1/0
cable become damaged, the system can automatically reconfigure to use the
second cable.

» Power supplies

To increase system availability, the power supplies should be redundant,
powered from separate power circuits that use different fuses.
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>

Cooling

The server should include multiple variable speed fans. Should any of them
fail, the remaining fans will automatically increase their rotational speed to
maintain the thermal conditions within limits.

2.3.2 Dynamic reconfiguration - LPAR features

On POWERS processor-based systems you can take advantage of the
Advanced POWER Virtualization feature (if active) and dynamic LPAR. If you are
using a system that can accommodate multiple partitions it is possible to
dynamically move system resources, physical processors, virtual processors,
memory, and I/O slots, between partitions without rebooting. Design the profiles
for your partitions with availability in mind.

>

Processors

If you are using a POWERS processor-based systems you can take
advantage of dynamic CPU deallocation. The service processor monitors all
CPUs. When a CPU reaches a predefined error threshold the operating
system is informed to drain the run-queue for that CPU, redistribute the work
to the remaining CPUs, deallocate the failing CPU, and continue normal
operation. If there is any inactive CPU available, it will be used to replace the
deallocated processor.

Memory

POWERS5 processor-based systems have the ability to monitor memory
modules and replace the failing memory with an unused memory card.

Adapter sparing

Adapter sparing can be achieved by maintaining a set of PCI adapters as
global spares available for DR operations.

Ethernet Link Aggregation

Ethernet Link Aggregation (LA) is a network port aggregation technology that
allows several Ethernet adapters to be aggregated together to form a single
pseudo Ethernet adapter. Using Ethernet LA you can avoid having a physical
Ethernet adapter as a SPOF.

Multipath 1/0

Multipath I/0O (MPIO) allows supported MPIO devices to be accessed through
one or more physical I/O adapters. By implementing MPIO and locating
different physical adapters in different slots or different CECs you can remove
the loss of an physical adapter or an 1/O bus from the SPOF list.

Redundant Virtual I1/O Servers
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A partition can be a client of one or more Virtual I/0O Servers at a time. To
increase the availability for your partition you can connect it to two Virtual 1/0
Servers.

2.3.3 Configure the operating system for high availability

The following list provides an overview of operating specific topics that may be
part of the certification exam.
» Mirroring at LVM layer

To increase data availability you can implement strict mirroring at the LVM
layer for all logical volumes. If possible, copies of the same logical partition
should be located on different physical volumes that are using different SCSI
controllers, different SCSI Enclosure Services (SES) backplanes and even
different CECs. Try to use disk drives of the same size and keep the mirroring
policy as simple as possible.

Special care has to be taken for rootvg because failure of the rootvg will
render the system unusable.

» Quorum of volume groups

You should ensure that the quorum of volume groups, including rootvg is
properly set.

» Boot list

You should include in the bootlist every physical volume that contains a valid
BLV.

» Copies of logical volumes

When you create a mirror copy of a logical volume ensure that you
synchronize LV copies.

» Using RAID

Depending on the level of the availability and hardware configuration you can
use different RAID level implementations to increase your data availability as

follows:

RAID 0 Also known as striping. Data is split into blocks of
equal size and stored on different disks. There is no
redundancy. If one disk fails, your data is lost.

RAID 1 Also known as mirroring. Data is split into blocks of
equal size. Duplicate copies are kept on separate
physical disks. If one disk fails, the second copy is
used and data is still available.

RAID 5 Also known as striping with parity. Data is split into

blocks of equal size. An additional data block
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containing parity information is generated. Both data
blocks and the parity block are written onto separate
physical disks. If one disk storing a block of data fails,
the system will reconstruct the data from the failed
drive using the parity information and the remaining
data from the other drives.

RAID 10 Also known as RAID 0+1 or enhanced RAID. ltis a
combination of mirroring (RAID 1) and striping (RAID
0).

» Software and microcode management

Try to take advantage as much as possible from possibility to install, update,
reject, and remove software and firmware without interrupting the system

» Network interface physical connections

When you connect your network interfaces ensure that you are compliant with
external network availability policies such as

| — Connecting different physical network adapters to different physical
Ethernet switches

| — Configuring different physical network adapters to belong to a single VLAN
» Network interface configuration

You should configure network interfaces so that your system will still be able
to provide the services it is supposed to provide even if an interface fails or
network is experiencing problems. You should consider using some of the
following:

— Connecting your system to multiple networks

— Connecting multiple interfaces to the same network

— Defining multiple routes, having different weights to the same network
— Configuring dead gateway detection

— Defining aliases for network interfaces

2.4 Appropriate IBM resources for system planning
To design a new system, you may be required to research hardware and
compatibility information. This may also be required when you want to upgrade
an elder machine.

You can find a quick reference for the current IBM @server pSeries at

http://www.ibm.com/systems/p/hardware/factsfeatures.html
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where the latest Facts and Features document resides. Within this document,
various hardware descriptions can be found, some examples follow:

Physical system packaging (deskside or rack drawer) and dimensions
Microprocessor type and quantity

Clock rates available

System memory (standard - maximum)
Data - instruction (L1) cache - Level 2 (L2) cache - Level 3 (L3) cache
Chipkill™ memory

Service processor

Hot-swappable disks (internal and external)
Dynamic Processor Deallocation

Dynamic deallocation: PCI-X bus slots
Hot-plug slots

Blind-swap slots

Redundant hot-plug power

Redundant hot-plug cooling

Capacity and expandability

Capacity on Demand (CoD) functions
Maximum logical partitions/micro-partitions
Maximum available PCI-X slots

Maximum PCI-X bus speed

Disk | media bays

Communication adapters

pSeries High Performance Switch

Display adapter

VY Y Y Y Y Y Y Y YYYYYVYVYVYVYVYVYVYYY

An important factor of sizing your system, the benchmarks, are also shown in
that document, for different benchmarking tests.

If you want to know more about the capabilities of adapters, and where to install
them, you can consult the PCI adapter placement reference for AIX 5L,
SA38-0538. You can find this publication by searching on PCl adapter placement
from within the Infocenter.

2.5 The LPAR Validation Tool

The LPAR Validation Tool (LVT) is available to assist the user in the design of
system configured to use LPARs and to provide an LPAR validation report that
reflects the user's system requirements. This is also a helpful tool to give an
inventory of your system and it provides a picture of slot layout and usage.

The LVT is not a marketing configurator. It does not automatically add hardware
features. It will not prevent inefficient system design so long as the design itself
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i all-samples.lvt - LPAR Yalidation tool |
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meets manufacturing card placement rules and minimum LPAR
recommendations.

The LVT is a PC based tool intended to be run as a standalone Java™
application.

Note: Keep this tool updated to ensure it has all the latest models, features
and rules.

Download the tool on the Web at:

http://www.ibm.com/servers/eserver/iseries/Ipar/systemdesign.html

Figure 2-1 shows an example of the LVT. At the left side, you can choose among
the optionally parts (disk drives, tapes, adapters, and so on). In the example, the
RAID enabler card is selected. At the right side, the LVT will automatically
highlight the positions where the card can be installed. Clicking on the Add
button will insert the card into that position and attaching it to the specified LPAR.
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=
Figure 2-1 Sample LVT configuration
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Tip: the LVT tool can be used to configure both IBM @server i5 and p5
systems. It will adapt the hardware requirements to the appropriate LPAR
operating system.

Important: Consult your hardware manual before installing a new device into
your system. Some adapters from previous generation machines may not
work.

2.6 Basic disk requirements

AIX 5L Version 5.3 requires at least 2.2 GB of physical disk space for BOS (Base
Operation System) in a stand alone system or an LPAR. To increase the level of
data redundancy, you need more physical volumes to create RAID protection or
disk mirroring. Disk requirements for other (non-system) applications, consult the
documentation of that application.

Note: It is recommended that application data (for example, database files) is
stored in separate volume groups, other than rootvg. Data can be placed on
local disk or Storage Area Network.
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3

System and software
installation

This Chapter describes the installation process, the common commands that are
used with the installation process, and the different methods available for
installing software onto a system.

You can find more information about following topics in this chapter:

>

>

>

Base Operating System (BOS) installation options
Installation of the optional software

Maintenance levels

Software requirements

BOS integrity
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| 3.1 AIX5L installation methods

When you install the BOS, you have the choice between three primary methods:
» New and Complete Overwrite Installation

» Migration Installation

» Preservation Installation

These methods are discussed in the following.

| 3.1.1 New and Complete Overwrite installation

Generally, the New and Complete Overwrite method is used when:

» You have a new machine without a prior or useful system installation. In this
case, the hard disk or disks on which you are installing the BOS are empty.
This is the only possible installation method for a new machine.

» You want to install onto a hard disk that contains an existing root volume
group that you wish to completely overwrite. For example, this might occur if
your root volume group has become corrupted.

» You want to reassign your hard disks, that is, to make your rootvg smaller and
assign less disk space to it.

Note: The New and Complete Overwrite installation overwrites all data on
the selected destination disk. This means that, after the installation is
complete, you will have to manually configure your system using the
Configuration Assistant application, SMIT, or the command line. If you want
to preserve your system configuration, and you do not need to completely
overwrite your root volume group, do not use the New and Complete
Overwrite option.

| 3.1.2 Migration installation

Use the migration installation method to upgrade AlX Version 4.2, 4.3, AIX 5L
Version 5.1, or Version 5.2 to AIX 5L Version 5.3 while preserving the existing
root volume group (see the release notes for restrictions). The installation
process determines which optional software products must be installed. With the
exception of /tmp, this method preserves most file systems, including the root
volume group, logical volumes, and system configuration files.

In most cases, the user configuration files from the previous version of a product
are saved when the new version is installed during a Migration installation.
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3.1.3 Preservation installation

Use the preservation installation method when a version of the BOS is installed
on your system, and you want to preserve the user data in the root volume group.
However, this method overwrites the /usr, /tmp, /var, and / (root) file systems by
default; so, any user data in these directories is lost. These file systems are
removed and recreated; so, any other LPPs or filesets that you installed on the
system will also be lost. System configuration must be done after doing a
Preservation installation.

The /etc/preserve.list file contains a list of system files to be copied and saved
during a preservation BOS installation. The /etc/filesystems file is listed by
default. You can add the full path names of any additional files that you want to
save during the Preservation installation to the preserve.list file. For example, you
can alter the /etc/preserve.list file to tell your installation process that you want to
preserve your /var file system.

3.1.4 Summary

Table 3-1 lists the differences in the installation steps among the installation
methods.

Table 3-1 AIX 5L BOS installation methods

Installation steps New and complete overwrite Preservation Migration
Create rootvg Yes No No
Create file system /, /usr, /var Yes Yes No
Create file system /home Yes No No
Save configuration No No Yes
Restore BOS Yes Yes Yes
Install additional filesets Yes Yes Yes
Restore configuration No No Yes

3.2 Trusted Computing Base

The Trusted Computing Base (TCB) is the part of the system that is responsible
for enforcing the information security policies of the system. By installing a
system with the TCB option, you enable the trusted path, trusted shell, trusted
processes, and system-integrity checking. Because every device is part of the
TCB, every file in the /dev directory is monitored by the TCB. In addition, the TCB
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automatically monitors over 600 additional files, storing critical information about
these files in the /etc/security/sysck.cfg file. It is recommended to back up this file
on removable media, such as tape, CD immediately after installing the BOS.

To demonstrate one of the features of TCB, we take the example of the trusted
path. A trusted communication path is established by pressing the Secure
Attention Key (SAK) reserved by the key sequence (Ctrl-X and then Ctrl-R). This
will &ill all processes that attempt to access the terminal you are working on, and
any links to it (for example, /dev/console can be linked to /dev/ity0). If a new login
screen displays, you have a secure path. If the trusted shell prompt displays, the
initial login screen was an unauthorized program that might have been trying to
capture your password. If this is the case, you can determine who is currently
using this terminal by using the who command and then log off.

It is important to note that you can enable TCB only at installation time. If you set
the attribute to YES, the install process installs the bos.rte.security fileset and
you can configure TCB. If you decide not to install TCB, you will have to reinstall
the operating system to enable TCB at a later stage. TCB can be removed by
removing the bos.rte.security fileset from the system.

To check if TCB is enabled on your system, issue the /usr/bin/tcbck command.
If a usage statement is returned, TCB is enabled:

# /usr/bin/tcbhck

Usage: tchck -a <filename> [ [ <attr> | <attr>=[<value> | ] ] ... ]
-a -f <filename>
-a sysck [ treeck_novfs=<dir> ] [ checksum=<program> ]
-d <filename> | <class> [ <filename> | <class> ] ...
-d -f <filename>
-1 /dev/<filename> [ /dev/<filename> ] ...
-(ply|n|t) [-i] [ [<filename>|<class>] ... | ALL | tree ]

Otherwise, the following message is displayed:

# /usr/bin/tcbck

3001-101 The Trusted Computing Base is not enabled on this machine.
To enable the Trusted Computing Base, you must reinstall and
set the 'Install Trusted Computing Base' option to YES.
No checking is being performed.

To learn more about the tcbhck command and TCB features, consult the product
information pages.
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3.3 Base Operating System installation

In this section, we describe a sample BOS system installation on an

IBM @server p5-550. Installation on your server can differ, depending on your
hardware configuration. For more information about the installation of AIX 5L,
consult AIX 5L Version 5.3 Installation Guide and Reference, SC23-4887.

For each step in the installation process, the server shows LED codes on the
operator panel, all installation LED codes are described in Section 3.7.4,
“Installation LED codes” on page 59.

3.3.1 Preparation

Before installing the BOS, make sure your hardware is installed properly. Have
useful information ready, such as the host name, network configuration settings,
and so on, that you will be using.

For this example, we use an HMC connected to the server. You need to set up
the partitions on the HMC if you plan to use them. In this publication, we assume
that the partition is already configured with at least:

» One CD-ROM or DVD-ROM drive for CD installation.
Enough disk capacity (locally or externally).

v

» One network adapter.

v

Minimum CPU and memory requirements are met.

Note: Make sure you know the type of CD-ROM or DVD-ROM: in the
procedure you have to choose the right device, it can be IDE or SCSI.

The HMC in our setup is used as the console, if you are not using an HMC, make
sure you have a console (serial or graphic) attached to the system.

3.3.2 Sample AIX 5L installation procedure

Figure 3-1 shows a flow chart of the steps for installing a system.
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‘ Start the system. |

!
‘ Define the system console. |

}

Start installation with
default settings.

;

Verify the default installation
method and system settings.

Do any that apply:

Do any of the
default settings
need tobe
changed?

Change the installation method.
Change the destination disk.
Change the primary language environment settings.
Change the desktop environment -

(CDE, KDE, GNOME, none}).
Change the Trusted Computing Base setting.
Enable 64-bit Kernel and JFS2.

ﬁ Install from CD-ROM or tape. |

I

‘ Go to "Customizing Your Installation."|

Figure 3-1 Flow chart for AIX 5L Version 5.3 system installation

Perform the following steps:
1. Boot the server into SMS mode:

a. With an HMC, you choose Activate, the partition, and override the boot
mode to SMS.

b. Without an HMC, wait until the POST finishes and you hear the two beeps,
then you press the 1 key.

2. Insert the AIX 5L Version 5.3 Volume 1 CD into the managed CD device.
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3. A screen, similar to Figure 3-2 is shown. Enter option 5 (Select Boot Options).

PowerPC Firmware
Version SF235_160
sMs 1.6 (c) Copyright IBM Corp. 2000,2005 All rights reserved.

Main Menu

Select Language

Setup Remote IPL (Initial Frogram Load)
Change SCSI Settings

Select Console

Select Boot Options

[ ISR TURY R

¥ = eXit System Management Services

Type menu item number and press Enter or select Navigation key:

Figure 3-2 SMS menu

4. In the following menu, as shown in Figure 3-3, choose Option 1 (Select
Install/Boot Device) and press Enter.

PowerPC Firmware
Version 5F235_160
SMS 1.6 (c) Copyright IBM Corp. 2000,2005 A1l rights reserved.

Multiboot

1. Select Install/Boot Device
2. Configure Boot Device Order
3. Multiboot Startup <OFF>

Navigation keys:
M = return toc Main Menu
ESC key = return to previous screen ¥ = eXit System Management Services

Type menu item number and press Enter or select Navigation key:

Figure 3-3 SMS menu - Boot options
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The installation device of AIX 5L in this example is a CD-ROM. Select 3
(CD/DVD) as shown in Figure 3-4.

PowerPC Firmware
Version SF235_ 160

SMS 1.6 (e) Copyright IBM Corp. 2000,2005 All rights reserved.
Select Device Type
Diskette

Tape

CD/OVD

IDE

Hard Drive
Network

List all Devices

P NG R S S

Navigation keys:
M = return to Main Menu
ESC key = return to previous screen X = eXit System Management Services

Type menu item number and press Enter or select Navigation key:

Figure 3-4 SMS menu - Install/boot device options

6. Figure 3-5 shows the possibilities regarding the Media Type of the installation

media. If your CD-ROM device is an internal IDE device, select 4 (IDE). If your
CD-ROM device is SCSI, then select 1 (SCSI). Press Enter.

PowerPC Firmware

Version SF235_ 160

SMS 1.6 () Copyright IBM Corp. 2000,2005 All rights reserved.
Select Media Type

SCSIT

SSA

SAN

ILE

ISA

List All Devices

[ R SR S

Navigation keys:
M = return to Main Menu
ESC key = return to previous screen X = eXit System Management Services

Type menu item number and press Enter or select Navigation key:

Figure 3-5 SMS menu - Select Media Type
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7.

Figure 3-6 is an example of the output of all IDE CD-ROM devices. As this is
the only one present in the system, there is no confusion which one to
choose. If there are more choices presented on your system, you have to
analyze the device descriptions. The location code of every device indicates
the exact location of the connected card. Based on that information, you have
to identify the required device number.

In this example, type option 1 and press Enter.

PowerPC Firmware
Version SF235_ 160
SMS 1.6 (c) Copyright IBM Corp. 2000,2005 All rights reserved.
Select Device
Device Current Device
Number Position Name
1. - IDE CD-ROM
( loc=U787B.001.DNWOG74-P4-D2 )

Navigation keys:
M = return to Main Menu
ESC key = return to previous screen ¥ = eXit sSystem Management Services

Type menu item number and press Enter or select Navigation key:

Figure 3-6 SMS menu - Select Device
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8. Select the Normal Mode Boot by entering 2, as shown in Figure 3-7.

Version SF235_160
SMS 1.6 (c) Copyright IBEM Corp. 2000,2005 All rights reserved.

Select Task

IDE CD-ROM
( loc=U787B.001.DNW0574-P4-D2 )

1. Information
2. Normal Mode Boot
3. Service Mode Boot

Navigation keys:
M = return to Main Menu

ESC key = return to previous screen X = eXit System Management Services

Type menu item number and press Enter or select Navigation key:

Figure 3-7 SMS menu - Select boot mode

9. Confirm to exit SMS by typing 1 and press Enter, as Figure 3-8 displays.

PowerPC Firmware
Verzion SF235_160
SMS 1.6 (c) Copyright IBM Corp. 2000,2005 All rights reserved.

Are you sure you want to exit System Management Services?
1. Yes
2. No

Type menu item number and press Enter or select Navigation key:

Figure 3-8 SMS menu - Confirm exit
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10.The system boots from the media. You see a similar result as in Figure 3-9.

IBM IBM IBM IEM IBM IBM IBM IBM IBM IEM IEM IBM IBM IBM IBM IEM IEM IBM IBM

Elapsed time since release of system processors: 169 mins 19 secs

Welcome to AIX.
boot image timestamp: 04:50 08/26
The current time and date: 00:44:30 11/18/2005
number of processors: 2 size of memory: 3792ZMB
boot device: /pci@800000020000002/pci@2,3/ide@l/diskB0: \ppchchrpibootfile.exe
kernel size: 10941966; 32 bit kernel
kernel debugger setting: enabled

AIX Version 5.3

Starting NODE#000 physical CPU#001 as logical CPU#001... done.
Starting NODE#000 physical CPU#002 as logical CPU#002... done.
Starting NODE#000 physical CPU#003 as logical CPU#003... done.

Figure 3-9 System boot from CD media

11.0n all console devices, a text as in Figure 3-10 is shown. Type the number as
seen on your display and press Enter.

Starting NODE#000 physical CPU#003 as logical CPU#003... done.
Preserving 19558 bytes of symbol table [1ft_loadpin32]

#A*%rx% Please define the System Console. *r#xs**

Type a 2 and press Enter to use this terminal as the
system console.

Pour definir ce terminal comme console systeme, appuyez
sur 2 puils sur Entree.

Taste 2 und anschliessend die Eingabetaste druecken, um
diese Datenstation als Systemkonsole zu verwenden.

Premere il tasto 2 ed Invio per usare cuesto terminal
come console.

Escriba 2 y pulse Intro para utilizar esta terminal como
consola del sistema.

Escriviu 1 2 i premeu Intro per utilitzar aguest
terminal com a consola del sistema.

Digite um 2 e pressione Enter para utilizar este terminal
como console do sistema.

Figure 3-10 Define the System Console
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12.Figure 3-11 shows the different options regarding the language during the
installation. Choose your language and press Enter.

Type 1 and press Enter to have English during install.
Entreu 2 i premeu Intro per veure la instal-lacid en catala.
Entrez 3 pour effectuer l1'installation en frangais.

Fiir Installation in deutscher Sprache 4 eingeben

und die Eingabetaste driicken.

Immettere 5 e premere Invio per l'installazione in Italiano.
Digite 6 e pressione Enter para usar Portugués na instalagio.
Escriba 7 w pulse Intro para la instalacidn en espafiol.

T Ny

- o

88 Help 7

»>»> Choice [1]:

Figure 3-11 Choose the menu language

13.The main menu of the BOS installation and maintenance is shown as in
Figure 3-12.

Attention: The pointer “>>>” indicates the selected menu. Pressing Enter with
the pointer on a wrong option or menu can change parameters or initiate the
installation.

36 IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3



Draft Document for Review February 27, 2006 9:30 pm

7199¢ch03.fm

Welcome to Base Operating System
Installation and Maintenance

Type the number of your choice and press Enter. Choice is indicated by »>»>.
»>»> 1 Start Install Now with Default Settings
2 Change/Show Installation Settings and Install

3 Start Maintenance Mode for System Recovery

88 Help 7
99 Previous Menu

>»> Choice [1]:

Figure 3-12 BOS installation main menu

14.Select option 2 (Change/Show Installation Settings and Install), then
Figure 3-13 displays.

Installation and Settings

Either type 0 and press Enter to install with current settings, or type the
number of the setting you want to change and press Enter.

1 System Settings:
Method of Installation............. New and Complete Owverwrite
Disk Where You Want to Install..... hdiskO...

2 Primary Language Environment Settings (AFTER Install):

Cultural Convention...vevuenaneenns English (United States)
LAnNgUAage s uvsnvsnssssnnsnnsnnnnnnns English (United States)
Keyboard vivviviinieiiennennannnnnns English (United States)
Keyboard Type. et venransnnsnnnns Default

3 More Options (Desktop, Security, Kernel, Software, ...)
>»»> 0 Ingtall with the current settings listed above.
WARNING: Base Operating System Installation will

destroy or impair recovery of ALL data on the
destination disk hdisk0

88 Help
99 Previous Menu

»>»>> Choice [0]:

Figure 3-13 Change/Show Installation Settings
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15.Press 1 and Enter to change the Method of Installation. Different methods are
shown as in Figure 3-14. More information about the differences between
methods of installation is covered in Section 3.1, “AlX 5L installation methods”

on page 26. In this example, a new and complete overwrite method is chosen.
Press 1 and Enter.

Change Method of Installation
Type the number of the installation method and press Enter.

»>> 1 New and Complete Overwrite
Overwrites EVERYTHING on the disk selected for installation.
Warning: Only use this method if the disk is totally empty or if there
is nothing on the disk you want to preserve.

2 Preservation Install
Preserves SOME of the existing data on the disk selected for
installation. Warning: This method owverwrites the usr (/usr),
wvariable (/var), temporary (/tmp), and root (/) file systems. Other
product (applications) files and configuration data will be destroyed.

88 Help 7
99 Previous Menu

=»> Choice [1]:

Figure 3-14 Different methods of installing AlX 5L
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16.A list of available hard disks is shown as in Figure 3-15. Type number in front
of the disk to include or exclude that disk. In this example, we use only one
hard disk to install AIX 5L Version 5.3. In this case, we do not have to make
any changes.

Change Disk(s) Where You Want to Install

Type one or more numbers for the disk(s) to be used for installation and press
Enter. To cancel a choice, type the corresponding number and Press Enter.
At least one bootable disk must be selected. The current choice iz indicated

by >,
Name Location Code Size (MB) VG Status Bootable
»»» 1 hdisk0 05-08-00-3,0 70006 rootvg Yes No
2  hdi=kl 05-08-00-4,0 70006 none Yes Ho
3  hdisk2 05-08-00-5,0 7000& none Yes No
4 hdisk3 05-08-00-8,0 70006 none Yes No
5 hdisk4 05-08-00-3,0 70006 none Yes No
06 MORE CHOICES...

x> 0 Continue with choices indicated above
55 More Disk Options
66 Devices not known to Base Operating System Installation
77 Display More Disk Information
88 Help 2
99 Previous Menu

>>%» Choice [0]:

Figure 3-15 Sample disk configuration
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17.1f you do not want to erase your hard disks before installing the BOS, you
continue with step 18. Otherwise you choose option 55 and press Enter.
Section 3.3.3, “Procedure to erase a hard disk” on page 46 explains more
about the new capabilities about the erasure. Figure 3-16 displays the
different options you have.

Erasure Options for Disks

Select the number of times the disk(s) will be erased,

and select the corresponding pattern to use for each disk erasure.

If the number of patterns to write is 0 then no disk erasure will occur.
This will be a time consuming process. Either type 0 and press Enter to
continue with the current settings, or type the number of the setting
you want to change and press Enter.

1. Number of patterns to write......... . ... . ... 1
- = o N 00
S - v = B o B ff
L = T ab
BT = T 5a
6. Pattern #b. .. i e i a e e 00
B - 1= o B ff
B - e L T ab
T o T 3 5a
x> 0 Continue with choices indicated above
88 Help ?

99 Previous Menu

>>> Choice [0]:

Figure 3-16 Erase Disk options
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18.Press 0 and Enter to return to the Installation and Settings menu. You can

7199¢ch03.fm

alter the primary language settings. We continue with the default values, and
enter the more options menu by entering 3. For example, AIX 5L Version 5.3

installs JFS2 file system as default. The following screen appears as in

Figure 3-17.
Install Options
1. Enable Trusted Computing Base....usiieenunssrinnrssansnnssinnsssas No
2. Enable CAPP and EAL4+ TechnOlogy...vieesuneerinnsssnnnnnsssnnnnsns No
(English only, &d4-bit kernel enablement, JFS2Z file systems)

3. Enable 84-bit Kernel. ... iuuiiieiniai it irn e innnnnnanananannnnnns Yes
4. Create JFS2 File SystelS.e e et nnnnnssntnnsssansnnsssnnnssnn Tes
5. Graphics Software. ... v ienn ittt iaasnnsstansssansnnsstnnssnnn Tes
6. Enable System Backups to install any syStem.. v vrieeinneeinnnnnas Tes

(Installs all devices and kernels)

»>»>» 7. Install More Software

0 Install with the current settings listed above.

88 Help ?
99 Previous Menu

>»> Choice [7]:

Figure 3-17 Install Options
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19.Choose the different options by entering the number in front of them. Press 0
and Enter to confirm. A summary of your configuration will be shown. Confirm
by entering 1 and the installation begins, as shown in Figure 3-18.

Installing Base Operating System

Please walt...

Approximate Elapsed time
% tasks complete (in minutes)
7 0 Restoring base operating system

Figure 3-18 Installation of AIX 5L in progress

20.During installation, you are asked to change the volume number of the CD
from one to another, follow the instructions on the screen.

installp: Please insert volume 2 into device /dev/cd0 and press Enter

to continue or enter "q" to quit.

Repeat the previous step if a CD change is required.
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21.After the installation, the system reboots automatically and the system is
starting from the new boot device, which is, in our example,
/pci@800000020000002/pci®2,4/pcil069,b1660@1/scsi@0/sd@3:2 as shown in
Figure 3-19. Notice the difference with the bootfile.exe in step 10.

IEM IBM IEM IBM IBEM IBM IEM IEM IBM IEM IBM IBM IBM IBM IBM IBM IEM IBM IEM
IEM IBM IEM IBM IBEM IBM IEM IEM IBM IEM IBM IBM IBM IBM IBM IBM IEM IBM IEM
IEM IBM IEM IBM IBM IBM IEM IEM IBEM IEM IBM IBM IBM IBM IBM IBM IEM IEM IEM
IEM IBM IEM IBM IEM IBM IEM IBEM IBM IBM IBM IBEM IBM IBM IBM IBM IEM IBM IEM
IEM IBM IEM IBM IEM IBM IEM IBEM IBM IBM IBM IBEM IBM IBM IBM IBM IEM IBM IEM
IEM IBM IEM IBM IEM IBM IEM IBEM IBM IBM IBM IBEM IBM IBM IBM IBM IEM IBM IEM
IEM IBM IEM IBM IEM IBM IEM IBEM IBM IBM IBM IBEM IBM IBM IBM IBM IEM IBM IEM

Elapsed time since release of system processors: 1022 mins 14 secs

Welcome to AIX.
boot image timestamp: 14:55 11,18
The current time and date: 14:57:25 11/18/2005
number of processors: 2 size of memory: 3792MB
boot device: /pei@800000020000002/pei2, 4/peilies, blecll/sceif0/2d@3:2
kernel size: 133521757 64 bit kernel

Figure 3-19 AIX 5L startup screen
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22.Choose the terminal type and press Enter as shown in Figure 3-20. For a
graphical console, choose LFT. If your terminal type is not listed, try vt100.

Set Terminal Type
The terminal is not properly initialized. Please enter a terminal type
and press Enter. Some terminal types are not supported in
non-English languages.

ibm3101 tvigl2 vt330 aixterm

ibm3151 tvig20 vt340 dtterm

ibm3lel tvig25 wyse30 xterm

ibm3162 tvia50 wyse50 1ft

ibm3163 rs100 wysebl sun

ibm3164 wtl00 wyselOO

ibmpc vt3z20 wyse350
o Messages———--———————————————————
| If the next screen is unreadable, press Break (Ctrl-c)

88 Help ? | to return to this screen.

»»>» Choice []:

Figure 3-20 Terminal selection screen

23.0n the following screen, as in Figure 3-21, choose Accept License
Agreements (after a careful reading) and press Enter. Change the value to
yes and press Enter.

Software License Agreements

Move cursor to desired item and press Enter.

ow Installed License Ag
Accept License Agreements

Fl=Help F2=Refresh F3=Cancel Esc+8=Image
Esc+9=Shell Esc+0=Exit Enter=Do

Figure 3-21 License agreement
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24 With F3 (or Escape - 3), return back to the main Installation Assistant, as
displayed in Figure 3-22. This configuration assistant can be started again
later using the SMIT tool: smitty assist. More information about SMIT is in
Section 5.2, “System Management Interface Tool” on page 127.

Installation Assistant

Move cursor to desired item and press Enter.

Set Date and Time

Set root Password

Configure Network Communications
Inztall software Applications
Using SMIT (information only)
Tasks Completed - Exit to Login

Fl=Help Fz=Refresh F3=Cancel

Esc+8=Image
Esc+9=shell Esc+0=Exit

Enter=Do

Figure 3-22 Installation Assistant main menu
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| 25.Next, the window displays a login prompt as shown in Figure 3-23 and you
are asked to login to system. The first time you login as root user without
password, or with the password you set up in the installation assistant.

AIX Version 5
(C) Copyrights by IBM and by others 1982, 2005.

Console login: root
DL R Rk LS L LR LT T T

*

Welcome to AIX Version 5.3!

Please see the README file in Jusr/lpp/bos for information pertinent to
this release of the AIX Operating System.

R

*
*
*
*
*
*
*
*
* *
*

R R R R LR L R R s s R ]

Last login: Fri Nov 18 09:42:38 CST 2005 on /dev/wty0

#

Figure 3-23 Console login prompt

| At this time, the BOS installation procedure is finished. Now you have to
configure the system on various domains:

» System environment: paging space, volume groups, and so on. Section 5.10,
“Paging space” on page 186 and Section 6.3, “Volume groups” on page 221.

» Network configuration: host name, network settings, and so on. See
Section 5.5, “Network configuration” on page 150 for more information.

3.3.3 Procedure to erase a hard disk

If you need to process hard disks with sensitive data, you can use a new option
that allows the data to be erased.

From within the maintenance menu and also together with the BOS installation,

| you have the choice to overwrite hard disks with selectable binary patterns. If you
want your disks erased at installation time, the process erases your hard disks
and continues installation afterwards. Otherwise, the erasure process reaches
100 percent completion and stops.

The same erase function is available using the diag command. There is more
about the diag command in, “The diag command” on page 376.
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3.4 Network Installation Management

Network Installation Management (NIM) allows you to manage an automated
installation of the Base Operating System (BOS) and optional software on one or
more machines.

You can install a group of machines with a common configuration or customize
an installation for your specific needs. The number of machines you can install
simultaneously depends on the throughput of your network, the disk access
throughput of the installation servers, and the platform type of your servers.

The NIM environment includes client and server machines. A server provides
resources (for example, files and programs required for installation) to another
machine. A machine that is dependent on a server to provide resources is known
as a client. Any machine that receives NIM resources is a client, although the
same machine can also be a server in the overall network environment.

Most installation tasks in the NIM environment are performed from one server,
named the master. A set of installation tasks can also be performed from NIM
clients. Once the network installation setup is complete, users of standalone
clients can, from the client, install software that is available on NIM servers.

3.4.1 NIM machines

The types of machines that can be managed in the NIM environment are
standalone, diskless, and dataless clients.

Standalone NIM clients can be booted and operated from local resources. They
mount all file systems from local disks and have a local boot image. Standalone
clients are not dependent upon network servers for operation.

Diskless and dataless clients are machines that are not capable of booting and
running without the assistance of servers on a network. As their names imply,
diskless clients have no hard disk, and dataless clients have disks that are
unable to hold all the data that may be required for operation. Diskless machines
must mount paging space and all file systems from remote servers. Dataless
machines can only use a local disk for paging space and the /tmp and /home file
systems. Neither diskless nor dataless clients have a local boot image, and they
must boot from servers in the network.

3.4.2 NIM roles

The NIM environment is composed of two basic machine roles: master and
client. The NIM master manages the installation of the rest of the machines in the
NIM environment. The master is the only machine that can remotely run NIM
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commands on the clients. All other machines participating in the NIM
environment are clients to the master, including machines that may also serve

resources.

3.4.3 NIM resources

All operations on clients in the NIM environment require one or more resources.
NIM resource objects represent files and directories that are used to support
some type of NIM operation. Because NIM resources are ordinary file system
objects in the operating system, most of them are provided to clients with
standard Network File System (NFS) software. This means that many resources
must reside locally on the servers providing these resources, because NFS can
only export file system objects that are stored on local media in the machines
from which they are exported. Table 3-2 lists the NIM resources.

Table 3-2 Definition of the NIM resources

NIM resource

Description

adapter_def

Represents a directory that contains secondary adapter
configuration files that are used during bos_inst and cust
operations.

boot

Is an internally managed NIM resource used to indicate that a
boot image has been allocated to a client.

bosinst_data

Represents a file that contains information for the BOS
installation program. Normally, the BOS installation program
looks for this information in the /bosinst.data file in the BOS
installation image.

dump

Represents a directory in which client dump directories are
maintained.

exclude_files

Represents a file that contains a list of files and directories that
should be excluded when creating a system backup image.

fb_script

Represents a file that is used to configure devices when a NIM
client is booting for the first time after the BOS installation
process is completed.

fix_bundle

Represents a file containing fix keywords to be used by the
instfix command, which is called by the NIM cust and
fix_query operations. NIM mounts the fix_bundle resource on
the client so it can be used by the local instfix command. NIM
automatically unmounts the resource when the operation has
completed.

home

Represents a directory in which client /nhome directories are
maintained.
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NIM resource Description

image_data Represents a file that contains information for the BOS
installation program. This information describes how physical
disks and file systems should be configured in the root volume
group during installation.

installp_bundle Represents a file that contains the names of filesets that
should be managed by NIM.

Ipp_source Represents a directory in which software installation images
are stored.
mksysb Represents a file that is a system backup image created using

the mksysb command. This type of resource can be used as the
source for the installation of a client.

nim_script Is an internally-managed NIM resource used to indicate that a
script should be run by NIM as part of a NIM operation.

paging Represents a directory where client paging files are
maintained.
resolv_conf Represents a file containing valid /etc/resolv.conf entries that

define Domain Name Protocol name-server information for
local resolver routines.

root Represents a directory in which client root directories are
maintained.
shared_home Represents a directory that can be used as a common /home

directory by one or more clients

SPOT The SPOT (Shared Product Object Tree) is a fundamental
resource in the NIM environment. It is required to install or
initialize all types of machine configurations.

tmp Represents a directory where client /tmp files are maintained.

3.4.4 Using EZ NIM

The SMIT EZ NIM feature organizes the commonly used NIM operations and
simplifies frequently used advanced NIM operations.

Features of SMIT EZ NIM include:
» Task-oriented menus

» Automatic resource naming that includes the level of the software used to
create NIM resources.

Chapter 3. System and software installation 49



7199¢ch03.fm Draft Document for Review February 27, 2006 9:30 pm

» A review of what steps will take place before executing a task, whenever
possible.

Use the SMIT eznim fast path to open the EZ NIM main menu. If the NIM
environment has not been set up on your system, the EZ NIM main menu
displays as shown on Figure 3-24.

EZ NIM (Easy NIM Tool)
Move cursor to desired item and press Enter.

Configure as a NIM Master

Configure as a NIM Client]

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 3-24 EZNIM main menu

Using EZ NIM to configure a NIM master

Follow these steps to configure your current system as a NIM master. Select
Configure as a NIM Master and the options display at Figure 3-25 appears.
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Configure as a NIM Master

Move cursor to desired item and press Enter.

Setup the NIM Master environment]

Enable Cryptographic fAuthentication
Add fixes to the NIM Master environment
Add client to the NIM environment

Update clients
Backup a client
Reinstall clients
Reset clients

Show the NIM environment
VYerify the NIM environment
Remove NIM environment

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 3-25 Configure as a NIM Master menu options from EZNIM

>

To configure your current system as a NIM master, select Setup the NIM
Master environment. You can select the software source to configure from,
the volume group to use for the NIM resources, and the file system to use for
the NIM resources. When the NIM master environment is configured, the
basic NIM resources are created.

To view the NIM resources created by EZ NIM, select Show the NIM
environment, or run the 1snim command on the NIM master.

To configure your NIM master for SSL authentication, select Enable
Cryptographic Authentication. This option allows you to install and
configure the cryptographic software in the OpenSSL RPM package. After
you configure OpenSSL, NIM clients with OpenSSL installed can request
cryptographic authentication during service requests from the NIM master.

To install updates and maintenance level packages to the NIM master, select
Add fixes to the NIM Master environment. This option performs an update
installation of a specified set of fixes onto the default SPOT resource. A
second SPOT resource containing the newly installed fixes is created by this
operation. You can optionally select to update all your NIM clients during this
operation.

To update a client using EZNIM, select Update clients. This option allows
you to perform an update_all operation on a selected client (or clients) using
an Ipp_source resource.
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» To back up a client using EZ NIM, select Backup a client. This option allows

you to create a system backup image of a selected client and store the
backup image on the NIM master.

To reinstall a client using EZ NIM, select Reinstall clients. This option allows
you to perform a mksysb restore or a native RTE install on a selected client (or
clients). You must then select a system backup image to restore or an
Ipp_source to install and decide whether to reboot and install the client now.

To reset a NIM client to the ready state, select Reset clients. This option
resets the state of a client or clients in the NIM environment. Use this option
after a NIM operation has failed, and you want to return the client to the ready
state.

Using EZ NIM to configure a NIM client
Follow these steps to configure a NIM client with EZ NIM.

» On aclient system, use the SMIT eznim fast path. Select Configure as a NIM

Client, and the options displayed on Figure 3-26 appear.

To define your client in the NIM environment, select Add this system to a
NIM environment.

To configure your NIM client for SSL authentication, select Configure Client
Communication Services. This option allows you to install and configure the
cryptographic software in the OpenSSL RPM package. After you configure
OpenSSL, you can select nimsh as the communication protocol used by the
client. Any incoming NIM master service requests are then authenticated
through SSL socket connections.
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Configure as a NIM Client
Move cursor to desired item and press Enter.

Add this system to a NIM environment]
Configure Client Communication Services
Update this system

Reinstall this system

Reset this system

Show the NIM environment

F1=Help F2=Refresh F3=Cancel F8=Image
F9=5Shell F10=Exit Enter=Do

Figure 3-26 Configure as a NIM Client menu options from EZNIM

» To update your client, select Update this system. This option allows you to
perform an update_all operation on your client using an Ipp_source resource.

» To reinstall your client, select Update this system. This option allows you to
| perform a mksysb command format restore or native, RTE install on a selected
client (or clients). You must then select a system backup image to restore or
an Ipp_source to install and decide whether to reboot and install the client
now.

» To reset your client in the NIM environment, select Reset this system. This
option resets the state of the client in the NIM environment. Use this option
after a NIM operation has failed, and you want to return the client to the ready
state.

» To view the default resources in the EZ NIM environment, select Show the
NIM environment. The resources are defined using EZ NIM Master
Operations.

| 3.5 Alternate disk installation

| Alternate disk installation, available starting with AIX Version 4.3, allows for
system installation on a system while it is still up and running. Install or upgrade
downtime decreases considerably. It also allows large facilities to manage an
upgrade, because systems can be installed over a longer period of time, while
the systems are still running at the existing version. The switch over to the new
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version can then happen with a simple reboot, with the possibility to roll back to
the original situation in case of problems. This facility has received many updates
throughout the history of AIX and AIX 5L since its introduction.

Alternate disk installation can be used in one of two ways:

» Cloning the current running rootvg to an alternate disk.

Note: In this way, you have an online backup available, at the cost of one or
more physical disks.

» Installing a mksysb image on another disk.

For more information about alt_disk_install for AIX 5L Version 5.2 and earlier,
refer to the respectively installation guide.

3.5.1 The alt_disk _install command reference

In AIX 5L Version 5.2 and prior, you used the alt_disk_install command to
cover the alternate disk installation needs. In AIX 5L Version 5.3, this command
is obsolete.

3.5.2 New alt_disk_install features in AIX 5L Version 5.3

AIX 5L Version 5.3 has implemented a number of changes to make the
alt_disk_install operations easier to use, document, and maintain.
The following functional changes have been implemented:

» alt_disk_install has been partitioned into separate modules with separate
syntax based on operation and function.

» Alibrary of common functions that can be accessed by the modules has been
implemented.

» Error checking and robustness of existing alt_disk_install operations has been
improved.

» Documentation has been improved by creating a separate man page for each
module (in the past was only one large man page).

The following three new commands have been added:

» alt_disk_copy creates copies of rootvg on an alternate set of disks.

» alt_disk_mksysb installs an existing mksysb on an alternate set of disks.

» alt_rootvg_op performs Wake, Sleep and Customize operations.
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The alt_disk_install module will continue to ship as a wrapper to the new
modules. However, it will not support any new functions, flags, or features.

3.5.3 Running alternate disk installation using SMIT

To run alternate mksysb installation, perform the following steps:
» At the system prompt, type the smitty alt_mksysb fast path.
» Type or select values in the entry fields and press Enter to submit them.

To run alternate rootvg cloning, perform the following steps:
» At the system prompt, type the smitty alt_clone fast path.
» Type or select values in the entry fields and press Enter to submit them.

Once the process is finished, the system reboots from the alternate disk, either
as mksysb or cloned rootvg.

3.5.4 How to rollback alt_disk_install

If the new environment has problems, you can easily rollback by changing the
bootlist to point to the original boot disk.

3.6 Cloning an AIX 5L system

Cloning the rootvg to an alternate disk has many advantages. One advantage is
having an online backup available, as in the case of a disk crash. Keeping an
online backup requires an extra disk or disks to be available on the system.

Another benefit of rootvg cloning occurs when applying new maintenance levels
or updates to a system. A copy of the rootvg is made to an alternate disk, then
the updates are applied to that copy. The system runs uninterrupted during this
process. When it is rebooted, the system boots from the newly updated rootvg for
testing. If updates cause problems, the old_rootvg can be retrieved by resetting
the bootlist and then rebooting.

With a mksysb image, you can clone one system image onto multiple target
systems. However, the target systems might not contain the same hardware
devices or adapters, or require the same kernel as the source system. All devices
and kernels are automatically installed during a BOS installation. As a result,
when you create a system backup, the mksysb image contains all the device and
kernel support. For example, you can create a system backup from System_A
and install System_A's mksysb image onto System_B without having to use
product media to boot System_B.
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By default, using the alt_disk_install command does the following:

1. Creates an /image.data file based on the current rootvg's configuration. A
customized image.data file can be used.

2. Creates an alternate rootvg (altinst_rootvg).
3. Creates logical volumes and file systems with the alt_inst prefix.

4. Generates a backup file list from the rootvg, and if an exclude.list file is given,
those files are excluded from the list.

5. Copies the final list to the altinst_rootvg's file systems.

6. If specified, the installp command installs updates, fixes, or new filesets into
the alternate file system.

7. The bosboot command creates a boot logical volume on the alternate boot
disk.

8. If a customization script is specified, it runs at this point.

9. The file systems are then unmounted, and the logical volumes and file
systems are renamed.

10.The logical volume definitions are exported from the system to avoid
confusion with identical ODM names, but the altinst_rootvg definition is left as
an ODM placeholder.

11.By default, the bootlist is set to the new cloned rootvg for the next reboot.

If you are performing a clone installation, device information will not be restored
to the target system by default. During a clone installation, the BOS installation
process verifies that the mksysb image is from the system you are trying to install.
If the target system and the mksysb image are different, the device information is
not recovered. This behavior is determined by the RECOVER_DEVICES variable
in the bosinst.data file. This variable can be set to Default, yes, or no. The
following list shows the resulting behaviors for each value:

Default

No recovery of devices
yes

Attempted rebuild of ODM
no

No recovery of devices

Note: You can override the default value of RECOVER_DEVICES by selecting
yes or no in the Backup Restore menu or by editing the value of the attribute in
the bosinst.data file.

If the source system does not have the correct passwords and network
information, you can make modifications on the target system now. Also, some
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products (such as graPHIGS) ship device-specific files. If your graphics adapter
is different on the target system, verify that the device-specific filesets for
graphics-related LPPs are installed.

After the mksysb backup installation completes, the installation program
automatically installs additional devices and the kernel (uniprocessor or
microprocessor) on your system using the original product media you booted
from. Information is saved in BOS installation log files. To view BOS installation
log files, enter cd /var/adm/ras and view the devinst.log file in this directory.

3.7 Troubleshooting your installation

To assist you in problem determination or validation of an install, there are log
files that can be viewed after installation process.

3.7.1 Viewing BOS installation logs

Information based in BOS installation log files might help you determine the
cause of installation problems.

To view BOS installation log files, Enter cd /var/adm/ras and view the files in this
directory. One example is the devinst.log file, which is a text file that can be
viewed with any text editor or paged through.

3.7.2 Viewing BOS installation logs using SMIT

You can use SMIT to view some logs in the /var/adm/ras directory.

To view logs in the /var/adm/ras directory, you can use the following SMIT fast
path:

# smit alog_show
Figure 3-27 contains all logs that are viewable with the alog command. Select

bosinst from the list by pressing F4 key, then the alog file name will be shown as
/var/adm/ras/bosinstlog.
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COMMAND STATUS
Command: [i[J stdout: yes stderr: no
Before command completion, additional instructions may appear below.

LTOP]

Ereparing target disks.
hdisk0® changed

hdiskl changed

rootvg

Making boot logical volume.
hd5

Making paging logical volumes.
hd6

Making logical volumes.

hd8

hd4

hd2

CMORE...69]

F1=Help F2=Refresh F3=Cancel F6=Command
F8=Image F9=5Shell F10=Exit /=Find
n=Find Next

Figure 3-27 Viewing the alog file from within SMIT

3.7.3 Viewing BOS installation logs with the alog command

You can use alog command to view logs in the /var/adm/ras directory.

To view the bosintlog file in the /var/adm/ras directory, Enter:

# alog -o -f bosinstlog
Preparing target disks.

hdisk0 changed

hdisk2 changed

rootvg

Making boot logical volume.
hd5

Making paging Togical volumes.
hdé

Making logical volumes.

hd8

hd4

hd2

hd9var

hd3

hdl

hd10opt

Forming the jfs Tog.

Making file systems.

File system created successfully.
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130864 kilobytes total disk space.

File system created successfully.

130864 kilobytes total disk space.

File system created successfully.

130864 kilobytes total disk space.

File system created successfully.

130864 kilobytes total disk space.

File system created successfully.

130864 kilobytes total disk space.

File system created successfully.

130864 kilobytes total disk space.
Mounting file systems.

Restoring base operating system
Initializing disk environment.

Over mounting /.

Copying Cu* to disk.

Installing additional software.

mkitab: ident entry found in /etc/inittab
Please wait...

Some locale or message software did not install.
See /var/adm/ras/devinst.log for details.
1ft0 changed

Initializing dump device.

fwdump

File system created successfully.

393000 kiTobytes total disk space.

New File System size is 786432

primary /dev/hd6
secondary /dev/sysdumpnull
copy directory /var/adm/ras

forced copy flag TRUE

always allow dump FALSE

dump compression ON

Creating boot image.

bosboot: Boot image is 22967 512 byte blocks.
Running Customization

Please wait...

| 3.7.4 Installation LED codes

Installation LED codes provide vital information that indicates what step is taking
place early on in an installation or system boot.

A list of useful LED codes and their specific explanation when installing an
AIX 5L operating system are as follows:

c40 Configuration files are being restored.

c41 Could not determine the boot type or device.
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c49
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c62
c63
c64
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Extracting data files from diskette.

Cannot access the boot/install tape.

Initializing installation database with target disk information.
Cannot configure the console.

Normal installation processing.

Could not create a physical volume identifier (PVID) on disk.
Prompting you for input.

Could not create or form the JFS log.

Creating root volume group on target disks.

No paging devices were found.

Changing from RAM environment to disk environment.

Not enough space in the /tmp directory to do a preservation
installation.

Installing either BOS or additional packages.

Could not remove the specified logical volume in a preservation
installation.

Running user-defined customization.
Failure to restore BOS.
Displaying message to turn the key.

Could not copy either device special files, device ODM, or volume
group information from RAM to disk.

Failed to create the boot image.

Loading platform dependent debug files.
Loading platform dependent data files.
Failed to load platform dependent data files.

| 3.8 AIX 5L installation packages

Software products include those shipped with AlIX 5L and those purchased
separately. Each software product can contain separately installable parts. The
following explains how software products are organized.
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3.8.1 Filesets

A fileset is the smallest installable base unit for the AIX 5L operating system. A
fileset includes all files that constitute a complete product, such as bos.net.uucp,
or a separately installable part of a product, such as bos.net.nfs.client.

3.8.2 Packages

A package is a group of separately installable filesets that provide a set of related
functions. For example, bos.net is a package.

3.8.3 Licensed Program Products

A Licensed Program Product (LPP) is a complete software product including all
packages associated with that licensed program. For example, the BOS is a
licensed program.

3.8.4 Bundles

A bundle is a list of software that can contain filesets, packages, and LPPs that
are suited for a particular use, such as providing personal productivity software
or software for a client machine in a network environment. Bundles that are used
by default for the system are stored in /usr/sys/inst.data/sys_bundles. Bundles
that are user-created are stored in /usr/sys/inst.data/user_bundles. The system
defined bundles in AIX 5L are:

Server Bundle A collection of software packages for machines running
AIX 5L in a multiuser standalone or networked
environment. This bundle emphasizes functionality over
disk utilization.

Graphics Bundle A collection of software packages that provides support of
graphical environments. Graphical support may be
automatically installed on some systems during BOS
installation.

Migration Bundle This bundle is created when there was not enough disk
space available to complete a migration installation during
the BOS installation process. The bundle consists of a
collection of software packages that must be installed to
complete your migration. You must install this bundle to
complete the migration installation. Install the bundle
using the smit update_all fast path.
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| 3.8.5 PTFs and APARs

PTF is an acronym for Program Temporary Fix. A PTF is an updated fileset or a
new fileset that fixes a previous system problem. PTFs are installed in the same
way as regular filesets by the use of the installp command, described in
Section 3.3, “Base Operating System installation” on page 29.

APAR is an acronym for Authorized Program Analysis Report. An APAR is an
emergency fix, or e-fix, to a unique problem on the system. APARs will eventually
become PTFs after testing and verification. APARs are applied to the system
through the use of the instfix command, described in Section 3.11.3,
“Displaying and updating installed software to the latest level” on page 76.

| 3.9 Software maintenance

The following sections discuss filesets, packages, and the software installation
process for additional software required on a system.

| 3.9.1 Managing filesets

A software product installation package is a backup-format file containing the
files of the software product, required installation control files, and optional
installation customization files. The installp command is used to install and
update software products.

An installation package contains one or more separately installable, logically
grouped units called filesets. Each fileset in a package must belong to the same
product.

A fileset update or update package is a package containing modifications to an
existing fileset.

Fileset revision level identification

The fileset level is referred to as the level or alternatively as the v.r.m.f or VRMF
and has the form:

Version.Release.Modification.FixLevel

where:
» Version is a numeric field of 1 to 2 digits that identifies the version number.
» Release is a humeric field of 1 to 2 digits that identifies the release number.

» Modification is a numeric field of 1 to 4 digits that identifies the modification
level.
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» FixLevel is a numeric field of 1 to 4 digits that identifies the fix level.

A base fileset installation level is the full initial installation level of a fileset. This
level contains all files in the fileset, as opposed to a fileset update, which may
contain a subset of files from the full fileset.

Note: Fileset level precedence reads from left to right (for example, 5.3.0.0 is
a newer level than 5.2.0.0).

| 3.9.2 Understanding maintenance levels

Once you have installed the base operating system, you can determine the
maintenance level with the oslevel command.

The general syntax of the oslevel command is as follows:
oslevel [ -1 Level | -g Level| -q 1 [ -r 1 [ -]

A brief description of the oslevel command flags is given in Table 3-3.

Table 3-3 Commonly used flags for the oslevel command

Flag Description

-l Level Lists filesets at levels earlier than the maintenance levels specified by
the Level parameter.

-g Level Lists filesets at levels later than the current maintenance level.

-q Lists names of known maintenance levels that can be specified using
the -l flag.

-r Applies all flags to Recommended Maintenance Levels

-f Forces cache rebuilt

To show the current maintenance level of your system, use the oslevel
command as follows:

# oslevel -r
5300-03

The 03 on the end indicates that this system is running with the Recommended
Maintenance Level three. Do not confuse this output with the M in V.R.M.F.
(Version.Release.Maintenance.Fixlevel).
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3.9.3 Installing software

Software can be installed in one of two states: applied or committed. The applied
state places software on the system and retains the previous version of the
software. When an update is in the applied state, the previous version is stored in
the /usr/lpp/ PackageName directory where PackageName could be bos.net
which is a package. This process is useful for deploying or testing new software,
where it may be necessary to go back to the previous version of the software in
case of errors.

The committed state places software on the system and removes all previous
levels of the software from the /usr/lpp/PackageName directory. If committed
software needs to be removed, you cannot go back to the previous version
without a complete reinstall of the previous version software. We recommend you
install new software in the applied state, rather than the committed state, until the
new software has been thoroughly tested.

Software can be installed either through the command line or through SMIT.

Important: The Web-based System Manager is an intuitive, easy to use tool
that can perform every major system administration task available on AIX 5L.
It is not mentioned in this publication because it is not the focus of the
certification exam. However the authors of this publication completely support
its use and highly recommend careful attention and exploration of this useful
tool. To start the tool, use the wsm command. It requires either a PC client for
remorte access, or an Xwindows environment if run on a native system
console.

In the command line mode, software is installed by using the installp command.
The command syntax for the installp command to install software in an applied
state is:

installp -a [ -eLogFile ] [ -V Number ] [ -dDevice ] [ -b]1 [ -S]1 [ -B ]
(D1 [-11[-p]1L-Q1L0-q1[-v]I[-X1T[-F|]-g1[-0{[r][s]
[Lul} 1 [ -tSaveDirectory] [ -w ] [ -zBlockSize ] { FilesetName [ Level ]...
| -f ListFile | all }

To install software in a committed state, the command syntax is:

installp -ac [ -N ] [ -eLogFile ] [ -V Number ] [ -dDevice ] [ -b ] [ -S ]
[-BI[-DI[C-11[-p][-Q)[-g)[-v]I[-X1[-F]|-g]
[-0{[r][s]1[ul}t1TLl-tSaveDirectory] [ -w]

[ -zBlockSize ] { FilesetName [ Level ]... | -f ListFile | all }

For example, to install all filesets within the bos.net software package in
/usr/sys/inst.images directory in the applied state, with a checksum check, enter:
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# installp -avX -d/usr/sys/inst.images bos.net

To preview an install of all filesets within the bos.net software package in
/usr/sys/inst.images directory in the committed state and to check for disk space
requirements, enter:

# installp -acpX -d/usr/sys/inst.images bos.net
Only a couple of flags are provided for illustration purposes.

Under the RESOURCES section in the output, you will see something similar to:
RESOURCES

Estimated system resource requirements for filesets being installed:
(A11 sizes are in 512-byte blocks)

Filesystem Needed Space Free Space
/ 1150 17624
/usr 54183 48016
/var 8 22424
/tmp 300 63280
TOTAL: 55641 151344

NOTE: "Needed Space" values are calculated from data available prior
to installation. These are the estimated resources required for the
entire operation. Further resource checks will be made during
installation to verify that these initial estimates are sufficient.

As shown, the /usr file system does not have enough free space for the
installation, and the installation would fail.

Note: If you try to run two installp commands at a time from the same
installation medium, it will fail with an error similar to:

0503-430 installp: Either there is an installp process currently running
or there is a previously failed installation. Wait for the process to
complete or run installp -C to cleanup a failed installation.

A record of the installp output can be found in /var/adm/sw/installp.summary.
The following is a sample of the file:

# cat /var/adm/sw/installp.summary
0:bos.net.ppp:5:U:5.1.0.0:
0:bos.net.ipsec.rte:5:U:5.1.0.0:
0:bos.net.ppp:5:R:5.1.0.0:
0:bos.net.ipsec.rte:5:R:5.1.0.0:
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3.9.4 Committing applied updates

The command syntax for the installp command to commit applied updates is:

installp -c [ -eLogFile 1 [ -VNumber 1 [ -b 1 [ -g1 [ -p]1 [-v] [ -X1]
[-0{[r]l[sT1CLull}lTl-wl/{ FilesetName [ Level]... | -f ListFile |
all }

For example, to commit all updates, enter:
# installp -cgX all

Running this command will commit all the updates and will remove the filesets for
the previous version.

3.9.5 Rejecting applied updates

The command syntax for the installp command to reject the updates that are in
the applied state is:

installp -r [ -eLogFile ] [ -VNumber ] [ -b 1 [ -9 1 [ -p]1 [ -v] [ -X1]
[-0{[r]l[s1[ul}1TL[-wl/{ FilesetName [ Level]... | -f ListFile }
For example, to reject all applied updates listed in the file ./reject.list, enter:

# installp -rBfX ./reject.list

Running this command will remove all the uncommitted updates listed in
Jreject.list and bring the system back to the previous maintenance level.

3.9.6 Removing installed software

If you want to remove an installed product, that is, remove all files that belong to
that software from the system, use the installp command; the command syntax
is:

installp -u [ -eLogFile ] [ -VNumber ] [ -b 1 [ -9 1 [ -p]1 [ -v] [ -X1]
[-0{[r]l[s1[ul}1TL[-wl/{ FilesetName [ Level]... | -f ListFile }
For example, to preview a remove of bos.net.ipsec.rte and its dependents, with a
verbose display of all successes, warnings, and failures, enter:

# installp -ugp -V2 bos.net.ipsec.rte

Running this command will give you a list of files that will be removed, but will not
actually remove them.
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3.9.7 Cleaning up after failed installations

If an installation fails,the installp command will not be able to install the same
software until you have removed those files that succeeded in installing prior to
the failure. You can use the installp command as follows:

installp -C [ -b ] [ -eLogFile ]
For example, if all the prerequisites in an installation are not met, the installp

command might fail. You will not be able to reinstall the product until you have
done a cleanup. To do this, enter:

# installp -C

This will remove all the files installed in the failed installation.

3.9.8 Listing all installable software on media
To see what software is available on a particular media, the command syntax for
the installp command is:
installp { -1 | -L } [ -eLogFile ] [ -d Device ] [ -B1 [ -1 1 [ -q]
[ -zBlockSize ] [ -0 { [s] [u]}]
For example, to list the software that is on your CD-ROM, enter:
# installp -L -d /dev/cd0

3.10 Installing optional software and service updates

Once you have installed the base operating system, only a limited number of
filesets are installed on your system. To install additional software, you can use
SMIT, the Web-based System Manager, or the command line. If you decide to
use the command line to install your software, you should be familiar with the
installp command.

3.10.1 Using SMIT for software maintenance

Software installation, un-installation, and maintenance tasks can also be
performed through the SMIT menus. SMIT uses the installp command to
perform these tasks.

Note: SMIT stores a record of software installation, removal, and maintenance
tasks in /var/adm/sw/installp.log like the installp command, but SMIT also
stores a more detailed record in SHOME/smit.log.
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Software installation
To install software products:
1. Use the SMIT fast path smitty install_latest

A screen similar to Figure 3-28 is shown.

Install and Update from LATEST Available Software

Type or select a value for the entry field.
Press Enter AFTER making all desired changes.

L TNPUT device / directory for software |

[Entry Fields]

F1=Help F2=Refresh F3=Cancel Fd=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 3-28 Install and Update from LATEST Available Software menu

2. Enter the device name for installation in the INPUT device/directory for
software field. A screen similar to Example 3-29 is shown.

| 68 IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3




Draft Document for Review February 27, 2006 9:30 pm 7199¢ch03.fm

Install and Update from LATEST Available Software
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
LEntry Fields]

% INPUT device / directory for softuware /dev/cd0

; (Bl Lotest] .
PREYIEN only? (install operation will NOT occur) no +
COMMIT software updates? yes +
SAYE replaced files? no +
AUTOMATICALLY install requisite software? yes +
EXTEND file systems if space needed? yes +
OYERWRITE same or newer versions? no +
YERIFY install and check file sizes? no +
Include corresponding LANGUAGE filesets? yes +
DETAILED output? no +
Process multiple volumes? yes +

F1l=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

F9=5Shell F1o=Exit Enter=Do

Figure 3-29 Install and Update from LATEST Available Software menu - more

3. Inthe SOFTWARE to install field, either enter the name, if you know what you
have to install, or press F4 to get a list of all the available software. Press
Enter once you have selected the products you want to install.

4. ltis recommended that you first verify that the software you are trying to install
meets all the prerequisite and co-requisite requirements. It is a good practice
to set the PREVIEW only? (install operation will NOT occur) field to YES. This
will give you a detailed listing of whether your installation will be successful or
not.

5. Itis recommended that you accept the default values for the
AUTOMATICALLY install requisite software (default YES) and EXTEND file
systems (default YES) fields if space is needed. Your installation might fail if
you instruct the instal1lp command not to extend the file system. If it runs out
of space, an error similar to the one shown below can be encountered:

0503-008 installp: There is not enough free disk space in file system
Jusr (506935 more 512-byte blocks are required). An attempt to extend
this file system was unsuccessful. Make more space available, then retry
this operation.

Press Enter.

Read the error messages, if any, at the end of the command execution when
the command status changes to failed. It is recommended that you look at
your smit.log even if the command status reports OK, since there may be
filesets that you wanted to install that the system did not attempt to install.
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Committing applied updates
To commit an applied software update:

1. Use the SMIT fast path smitty install_commit
A screen similar to Figure 3-30 is shown.

Commit Applied Software Updates (Remove Saved Files)

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[Entry Fields]

LSOF THARE name] [F111 +
PREVIEM only? (commit operation will NOT occur) no +
COMMIT requisites? yes +
EXTEND file systems if space needed? yes +
DETAILED output? no +

F1=Help F2=Refresh F3=Cancel Fd=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 3-30 Commit Applied Software Updates (Remove Saved Files) menu

2. Inthe SOFTWARE to install field, either enter the name, if you know what you
want to commit, or press F4 to get a list of all the available software. Press
Enter once you have selected the products you want to commit. Leaving the
SOFTWARE name field to all will commit all applied filesets installed on the
system.

3. Press Enter. The system reports that the software is about to be committed,
commits the software, and then removes the copies from the
lust/lpp/ PackageName directory.
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Rejecting applied updates
In order to reject a service update that you have installed:
1. Use the SMIT fast path smitty install_reject

A screen similar to Figure 3-31 is shown.

Re ject Applied Software Updates (Use Previous Yersion)

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[Entry Fields]

LlS0F THARE name [ +
PREVIEM only? (reject operation will NOT occur) no +
REJECT dependent software? no +
EXTEND file systems if space needed? yes +
DETAILED output? no +

F1=Help F2=Refresh F3=Cancel Fd=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 3-31 Reject Applied Software Updates (Use Previous Version) menu

2. Press F4 on the SOFTWARE name field to select the software update you
want to reject. All the software updates that are in the applied state will be
listed. Select the update that you want to reject, and press Enter.
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Removing installed software

1. You can remove installed and committed software by using the SMIT fast
path: smitty install_remove

A screen similar to Figure 3-32 is shown.

Remove Installed Software

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[Entry Fields]

LlS0F THARE name [ +
PREYIEM only? (remove operation will NOT occur) yes +
REMOYE dependent software? no +
EXTEND file systems if space needed? no +
DETAILED output? no +

Fl=Help F2=Refresh F3=Cancel Fd=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 3-32 Remove Installed Software menu

2. Press F4 in the SOFTWARE name field to get a list of all the software that is
installed on your system. Select the software you want to remove by pressing
F7, followed by Enter, once you are done.

3. The PREVIEW only? (remove operation will NOT occur) field is yes by default.
This allows you to preview any remove operations and confirm your choices
before you actually do the remove action.

4. Once you are sure that you want to remove this software, change PREVIEW
only? (remove operation will NOT occur) field to no, and press Enter. This will
remove all the software that you have selected to be removed.

3.11 Maintaining optional software (applying updates)

Software that is distributed to fix a problem in a product is called an update. All
software products have a version number and a release number that identify the
release level of the product. In addition to this, product updates are assigned a
modification level number and a fix level number to identify the level of the
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update. Suppose that you have your system currently running 5.3.0.0, and all the
filesets are at the 5.3.0.0 maintenance level. Then IBM has just released a latest
maintenance level for systems on 5.3.0.0. You have to upgrade your system to
bring it to the latest maintenance level.

Bringing a system to the latest maintenance level involves a number of steps, as

listed below:

» Listing the maintenance level of the software

» Downloading fixes

» Displaying and updating installed software to the latest level

3.11.1 Listing the maintenance level of software

The 1s1pp command displays information about installed filesets or fileset
updates. The most common flags used with the 1s1pp command are listed in

Table 3-4:

Table 3-4 Commonly used flags for the Islpp command

Flag

Description

Displays the name, most recent level, state, and description of the
specified fileset.

-f

Displays the names of the files added to the system during installation
of the specified fileset.

Displays the installation and update history information for the
specified fileset.

Displays all information about filesets specified when combined with
other flags. Cannot be used with the -f flag.

In order to see what maintenance level your filesets are currently on, use the
following command:

# 1slpp -1

This will list all the software that is installed on your system showing the current
maintenance level. The output will look similar to the following:

Fileset

Level State Description

Path: /usr/1ib/objrepos

Javald.sdk

1.4.2.10 COMMITTED Java SDK 32-bit

Tivoli_Management_Agent.client.rte

3.7.1.0 COMMITTED Management Framework Endpoint
Runtime"

X11.Dt.ToolTalk 5.3.0.0 COMMITTED AIX CDE ToolTalk Support
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X11.Dt.bitmaps 5.3.0.0 COMMITTED
X11.Dt.helpmin 5.3.0.0 COMMITTED
X11.Dt.helprun 5.3.0.0 COMMITTED
X11.Dt.1ib 5.3.0.30 COMMITTED
X11.Dt.rte 5.3.0.30 COMMITTED
X11l.adt.bitmaps 5.3.0.0 COMMITTED
X11.adt.imake 5.3.0.30 COMMITTED
X11.adt.include 5.3.0.30 COMMITTED
X11l.adt.1ib 5.3.0.0 COMMITTED
bos.64bit

bos.acct 5.3.0.30 COMMITTED
bos.adt.base 5.3.0.30 COMMITTED
bos.adt.include 5.3.0.30 COMMITTED
bos.adt.1ib 5.3.0.30 COMMITTED
bos.alt_disk_install.boot_images

5.3.0.30 COMMITTED
bos.alt_disk_install.rte 5.3.0.30 COMMITTED
bos.cdmount 5.3.0.30 COMMITTED
bos.diag.com 5.3.0.30 COMMITTED
bos.diag.rte 5.3.0.30 COMMITTED
bos.diag.util 5.3.0.30 COMMITTED
bos.help.msg.en_US.com 5.3.0.10 COMMITTED

AIX CDE Bitmaps

AIX CDE Minimum Help Files
AIX CDE Runtime Help

AIX CDE Runtime Libraries
AIX Common Desktop Environment
(CDE) 1.0

AIXwindows Application
Development Toolkit Bitmap
Files

AIXwindows Application
Development Toolkit imake
AIXwindows Application
Development Toolkit Include
Files

AIXwindows Application

5.3.0.30 COMMITTED Base Operating System 64 bit

Runtime

Accounting Services

Base Application Development
Toolkit

Base Application Development
Include Files

Base Application Development
Libraries

Alternate Disk Installation
Disk Boot Images

Alternate Disk Installation
Runtime

CD/DVD Automount Facility
Common Hardware Diagnostics
Hardware Diagnostics

Hardware Diagnostics Utilities
WebSM/SMIT Context Helps -
U.S. English

To list the individual files that are installed with a particular fileset, use the
following command:

# 1slpp -f

For example, if you wanted to display all files installed with the bos.64bit fileset,
you would enter:

# 1slpp -f bos.64bit

Fileset File
Path: /usr/1ib/objrepos
bos.64bit 5.3.0.30 /usr/1ib/methods/cfg64
/usr/ccs/bin/shlap
/usr/ccs/bin/usla6d
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/usr/1ib/drivers/syscalls64.ext
/usr/ccs/bin/usla

IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3



Draft Document for Review February 27, 2006 9:30 pm 7199¢ch03.fm

/usr/ccs/bin/shlap64

Path: /etc/objrepos
bos.64bit 5.3.0.30 NONE

To list the installation and update history of filesets, use the following command:
# 1slpp -h

For example, if you wanted to see when the bos.sysmagt.trace fileset was last
updated, you would enter:

# 1slpp -h bos.sysmgt.trace
Fileset Level Action Status Date Time

Path: /usr/1ib/objrepos
bos.sysmgt.trace
5.3.0.30 COMMIT COMPLETE 11/10/05 16:32:42

Path: /etc/objrepos
bos.sysmgt.trace
5.3.0.30 COMMIT COMPLETE 11/10/05 16:33:09

3.11.2 Downloading fixes

AIX 5L development is highly focused on implementing tools and functions that
help to fulfill IBMs Autonomic Computing strategy. In a first approach, AIX 5L
Version 5.2 provided proactive capabilities through the compare_report
command. This command and its SMIT interface allow the comparison of
installed software or fix repositories to a list of available fixes from the IBM
support Web site, enabling system administrators to develop a proactive fix
strategy.

AIX 5L Version 5.3 advances one step further and introduces automatic
download, scheduling, and notification capabilities through the new Service
Update Management Assistant (SUMA) tool. SUMA is fully integrated into the
AIX 5L Base Operating System and supports scheduled and unattended
task-based download of Authorized Program Analysis Reports (APARs),
Program Temporary Fixes (PTFs), and recommended maintenance levels (MLs).
SUMA can also be configured to periodically check the availability of specific new
fixes and entire maintenance levels, so that the time spent on such system
administration tasks is reduced. The SUMA implementation allows for multiple
concurrent downloads to optimize performance and has no dependency on any
Web browser.

All Service Update Management Assistant related tasks and functions are
supported by SMIT menus and panels. The new main SUMA menu shown in
Figure 3-33 on page 76 can be directly accessed through the SMIT fast path

Chapter 3. System and software installation 75



7199¢ch03.fm Draft Document for Review February 27, 2006 9:30 pm

suma. Alternatively, you can select the new Service Update Management
Assistant (SUMA) option in either the Software Maintenance and Utilities or the
Software Service Management menu. Both menus are listed under the Software
Installation and Maintenance option of the SMIT top-level menu.

Service Update Management fissistant (SUMAD

Move cursor to desired item and press Enter.

Download Updates Now (Easy)

Custom/Automated Downloads (Advanced)
Configure SUMA

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 3-33 Service Update Management Assistant (SUMA) on SMIT

3.11.3 Displaying and updating installed software to the latest level

Once you have downloaded all the fixes into the /ptf directory, the next step is to
install them and bring your system to the latest maintenance level. In this section,
the following procedures are discussed:

» Displaying an individual fix (instfix command)
» Installing an individual fix by APAR
» Updating all filesets to the latest level

Displaying an individual fix (instfix command)
You can download an individual fix using FixDist following the same procedure
given in Section 3.11.2, “Downloading fixes” on page 75.

In order to determine if a fix is installed on your system or to install a fix, use the
instfix command. The general syntax of the instfix command is as follows:
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instfix [ -T]1 [ -s String] [ -S]1 [ -k Keyword | -f File] [ -p ]
[-dDevice] [ -i[-c][-q]l[-tTwel [ -v]1[-FI1]1I[-al

A practical list of flags used with instfix command are given in Table 3-5.

Table 3-5 Commonly used flags for the instfix command

Flag Description

-a Displays the symptom text associated with a fix. Can be used with the
-f, -i, and -k flags.

-d Device Specifies the input device. Required for all flags except -i and -a.

-f FileName Specifies the input file FileName containing keywords or fixes. The -T

flag produces a suitable input file format for the -f flag.

-i Displays whether fixes or keywords are installed.

-k Keyword Specifies an APAR number or keyword to be installed. Multiple
keywords can be entered. A list of keywords entered with the -k flag
must be contained in quotation marks and separated with spaces.

-s String Searches for and displays fixes on the media containing a specified
string.

-T Displays the list of fixes on the media.

-v Used with the -i flag to specify verbose mode. Displays information

about each fileset associated with a fix or keyword.

The instfix command allows you to install a fix or set of fixes without knowing
any information other than the Authorized Program Analysis Report (APAR)
number or other unique keywords that identify the fix.

A fix can have a single fileset or multiple filesets. Fix information is organized in
the Table of Contents (TOC) on the installation media. After a fix is installed, fix
information is kept on the system in a fix database.
To list fixes that are on a CD-ROM in /dev/cd0, enter the command:

# instfix -T -d /dev/cd0

1Y73748
To determine if APAR IX75893 is installed on the system, enter the command:

# instfix -ik IY73748
Not all filesets for IY73748 were found.
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To examine information about APAR 1X75893 and what it does, enter the
command:

# instfix -aik 1Y73748
IX75893 Abstract: Process memory is made read-only unnecessarily

IX75893 Symptom Text:
Resource handler routines not being able to store to process
memory when a process is dumping core.

Not all filesets for IY73748 were found.
To list what maintenance levels have been installed on your system with the
instfix command, enter the command:

# instfix -i | grep ML
A1l filesets for 5300-02_AIX_ML were found.
A11 filesets for 5.3.0.0 AIX ML were found.
A11 filesets for 5300-01_AIX ML were found.
A11 filesets for 5300-03_AIX_ML were found.

To install APAR 1Y73748 from /dev/cd0, enter the command:
# instfix -k I1Y73748 -d /dev/cd0

Note: By default, when the instfix command is run from the command line,
the command uses stdout and stderr for reporting. If you want to generate an
installation report, you will need to redirect the output. For example:

# instfix -aik IY73748 >/tmp/instfix.out 2>/tmp/instfix.err
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You can also use SMIT to determine what fixes are installed on your system. Use
the SMIT fast path:
1. smitty show_apar_stat

A screen similar to Figure 3-34 is shown.

Show Fix (APAR) Installation Status

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

LEntry Fields]

LlF 1Y 1D (g +
F1=Help F2=Refresh F3=Cancel Fd4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F1O=Exit Enter=Do

Figure 3-34 Show Fix (APAR) Installation Status menu

2. Press F4 in the FIX ID field to get a list of all the fixes that are installed on the
system. The output from this command is similar to the instfix -iv

command.

Installing an individual fix by APAR

The following steps are useful for installing a fix.
1. To install the fixes using SMIT, use the SMIT fast path: smitty instfix or
smitty update_by fix
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2. In the INPUT device/directory for the software field, enter the name of the
device (or directory if you downloaded the fixes to your system) from which to
install the fixes, and press Enter. A screen similar to Figure 3-35 is shown.

Update Software by Fix (APAR)
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

# INPUT device / directory for softuware /ptf/aix43l

BIFTYES o tnotall b .
PREVIEM only? (update operation will NOT occur) no +
COMMIT software updates? yes +
SAYE replaced files? no +
EXTEND file systems if space needed? yes +
YERIFY install and check file sizes? no +
DETAILED output? no +
Process multiple volumes? yes +

F1=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 3-35 Update Software by Fix (APAR) menu

3. In the FIXES to Install field, press F4 to get a list of fixes that are available on
the media and select the fixes you want to install.

4. Press Enter.

The system will update the maintenance level of the fileset you selected and

upon completion you will have successfully updated the maintenance level of
your software.

Updating all filesets to the latest level
The following steps update filesets to the latest level.

1. To install all new fixes that are available from IBM, use the fast path: smitty
update_all
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A screen similar to Figure 3-36 is shown.

Update Installed Software to Latest Level (Update All)

Type or select a value for the entry field.
Press Enter AFTER making all desired changes.

LM TNPUT device / directory for software 1]

[Entry Fields]

F1=Help F2=Refresh F3=Cancel Fd4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 3-36 Update Installed Software to Latest Level (Update All) menu

2.

carried out.
3. Press Enter.

Chapter 3. System and software installation

In the INPUT device/directory for software field, enter the name of the device
(or directory if you have fixes on your hard disk) from which installation will be
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A screen similar to Figure 3-37 is shown.

Update Installed Software to Latest Level (Update All)
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]

# INPUT device / directory for software /ptf/aixh3

# SOFTHARE to update _update_all
PREVIEW only? {(update operation will NOT occur) o +
COMMIT software updates? yes +
SAYE replaced files? no +
AUTOMATICALLY install requisite software? yes +
EXTEND file systems if space needed? yes +
YERIFY install and check file sizes? no +
DETAILED output? no +
Process multiple volumes? yes +
ACCEPT new license agreements? no +
Preview new LICENSE agreements? no +

F1=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 3-37 Update Installed Software to Latest Level (Update All) menu - more

4. ltis best to set the PREVIEW only? (update operation will NOT occur) field to
YES by pressing the Tab key. The Preview option makes a dry run of the task
you are trying to perform and reports any failures that might be encountered
when you do the actual installation. This will ensure that your installation does
not fail.

Once you are sure that there are no prerequisites that you are missing, you can
do the actual installation. This procedure will update your software to the latest
maintenance level.

To view the new maintenance level of your software, enter on the command line:

# 1slpp -1

This will show you the latest maintenance level of the filesets including those you
just updated.

3.12 Creating installation images on a disk

Installable image files (or installation packages) can be copied to a hard disk for
use in future installations. These image files will be copied from your installation
media (tape or diskette) to a directory on the disk, so that they may be installed
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later using the disk directory as the input device. These files will be copied to the
directory named /usr/sys/inst.images.

1. To create installation images on your hard disk, use the SMIT fast path:
smitty bffcreate

A screen similar to Figure 3-38 is shown.

Copy Software to Hard Disk for Future Installation
Type or select a value for the entry field.
Press Enter AFTER making all desired changes.

[Entry Fields]

LB INPUT device / directory for software| 1} +
Fl=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10-Exit Enter=Do

Figure 3-38 Copy Software to Hard Disk for Future Installation menu

2. In the INPUT device/directory for software field, enter the name of your
source that will be used to copy the images and press Enter.

3. On the next screen, press F4 on the Software package to copy field to get a
list of the software available on the media. Select the installation images you
want to copy to your hard disk and press Enter.

4. All the images will be copied to your hard disk in the /usr/sys/inst.images
directory, and the /usr/sys/inst.images/.toc file is updated.

For future installations, enter the /usr/sys/inst.images directory in the INPUT
device / directory for software field. If for some reason your .toc file becomes
corrupted, you will receive an error either in SMIT or the command line,
depending on what are you using, similar to:

0503-005 The format of .toc file is invalid

In this case, simply use the inutoc /usr/sys/inst.images/.toc command to
recreate your .toc file.
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This method of creating installation images is helpful in situations where the
software you are trying to install has co-requisites that are on different media and
your installation process does not let you change the media it is currently
processing. In such situations, your installation will fail; therefore, it is
recommended to have all the prerequisites and co-requisites reside in one
directory and then do the installation.

To get co-requisites that are on different media, use the smitty bffcreate fast
path to copy required filesets from the first CD-ROM to the hard disk in
/usr/sys/inst.images. Then, use the smitty bffcreate fast path to copy the
required filesets from the additional CD-ROMs to the hard disk in
/usr/sys/inst.images. After all the required filesets have been copied to the hard
disk, use the installp command or the smitty install_latest fast path to
install the software. Since the system reads the /usr/sys/inst.images/.toc file for
installation, and all the filesets are local to the hard disk, it will not prompt you for
a CD-ROM or fail the installation.

3.13 Verifying the integrity of the operating system

The 1ppchk command is used to verify whether the software installed on your
system is in a consistent state. We recommend that you should use this
command after you install the operating system, after you apply PTFs or
corrective APARs or after you install any additional software on your system.

Every installable software product has three parts located under /, /usr/ and
/usr/share. For each of these part there are object classes in ODM that are used
by Software Vital Product Database (SWVPD) as follows:

» Four classes for the / part of the software are located in the /etc/objrepos file

» Four classes for the /usr part of the software are located in /ust/lib/objrepos

» Four classes for the /usr/share part of the software are located in
/usr/share/lib/objrepos

The name of the four classes are:

Ipp Contains information about installed software, such as status and
description

inventory Contains information about files installed by software products

product Contains product information about the installation, requirements and
prerequisites of software products

history Contains information about history of installation and updates of
software products.
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The 1ppchk command verify if the actual state of the software matches with the
data stored in ODM in terms of file sizes, checksum values and symbolic links.

Table 3-6 provides a list of common command flags and their descriptions for the
1ppchk command.

Table 3-6 Commonly used flags for the [ppchk command

Flag Description

-C Performs a checksum operation on the specified items and
verifies that the checksum and the file size are consistent with the
SWVPD database.

-f Checks that the specified items are present and the file size
matches the SWVPD database.

-l (lowercase L) Verifies symbolic links for files as specified in the SWVPD
database.

-m [112I3] Displays three levels of information. The levels are as follows:
1 - Error messages only (default).

2 - Error messages and warnings.

3 - Error messages, warnings, and informational messages.

-O {[r[s][u]} Verifies the specified parts of the program. This flag is not needed
with stand-alone systems because without this option all parts are
verified by default. The flags specify the following parts:

r Indicates the / (root) part is to be verified.

s Indicates the /usr/share part is to be verified.

u Indicates the /usr part is to be verified.

-u Updates the SWVPD with new checksum or size information from
the system when the system information does not match the
SWVPD database. This flag sets symbolic links that are found to
be missing. This flag is valid with only the -c or -I flag.

-v Verifies that the / (root), /usr, and /usr/share parts of the system
are valid with each other.

The following example shows how flags -c and -I report some files and links
having been deleted.

# rm /usr/1pp/X11/include/X11/0bjectP.h

# 1ppchk -c X1l.adt.incTude

Tppchk: 0504-206 File /usr/1pp/X11/include/X11/0bjectP.h could not be Tocated.
# rm /usr/1pp/X11/include/X11/ext/rgb.h

# Tppchk -1 X1l.adt.incTude

Tppchk: 0504-220 No 1ink found from /usr/Tpp/X11/include/X11/ext/rgb.h to
Jusr/1pp/X11/Xamples/programs/Xserver/include/rgb.h.

#
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The following example shows how to verify if all filesets are correctly installed
and have all their prerequisites

# l1ppchk -v
Tppchk:

bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
bos.
csm.

64b
adt

alt_disk_install.rte 5.3.0.30

mp
mp6

net.
net.
net.
net.

net

net.
net.
net.
net.
net.
net.
net.
net.
net.

dia

The following filesets need to be installed or corrected to bring

the system to a consistent state:

it 5.3.0.30
.include 5.3.0.30

5.3.0.30

4 5.3.0.30

ewlm.rte 5.3.0.30
ipsec.keymgt 5.3.0.30
ipsec.rte 5.3.0.30
ipsec.websm 5.3.0.30
.mobip6.rte 5.3.0.10
nfs.cachefs 5.3.0.30
nfs.client 5.3.0.30
nis.client 5.3.0.30
nis.server 5.3.0.30
nisplus 5.3.0.10
ppp 5.3.0.30
tep.client 5.3.0.30
tcp.server 5.3.0.30
uucp 5.3.0.30
gnostics 1.4.1.10

devices.chrp.IBM.HPS.rte 1.2.0.0

devices.common.IBM.sni.rte 1.2.0.0

devices.scsi.ses.diag 5.3.0.30
perfagent.tools 5.3.0.30

(not installed; requisite fileset)
(not installed; requisite fileset)
alt_disk_install.boot_images 5.3.0.30 (not installed; requisite fileset)
installed; requisite fileset)
installed; requisite fileset)
installed; requisite fileset)

(not
(not
(not

(usr:
(usr:
(usr:
(usr:
(usr:
(usr:
(usr:
(usr:
(usr:
(usr:
(usr:
(usr:
(usr:
(usr:

(not
(not
(not
(not
(not

COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
COMMITTED,
installed;
installed;
installed;
installed;
installed;

root:
root:
root:
root:
root:
root:
root:
root:
root:
root:
root:
root:
root:
root:

BRO
not
not
not
BRO
not
not
not
not
not
not
not
BRO
not

requisite
requisite
requisite
requisite
requisite

3.14 Differences between installp and rpm

This section explains the installp and rpm commands.

3.14.1 The installp command
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KEN)
installed)
installed)
installed)

KEN)
installed)
installed)
installed)
installed)
installed)
installed)
installed)

KEN)
installed)

fileset)

fileset)
fileset)
fileset)
fileset)

The installp command is used to install and update software. The installp
command has a large number of flags. In the following sections, only the most
important flags are shown with each command. The installp command is also
used by all the SMIT scripts to install software.
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The flags commonly used with the installp command are listed in Table 3-7:

Table 3-7 Commonly used flags for the installp command

Flag

Description

-a

Applies one or more software products or updates. This is the default
action. This flag can be used with the -c flag to apply and commit a
software product update during installation.

Indicates that the requested action should be limited to software
updates.

Cleans up after an interrupted installation and attempts to remove all
incomplete pieces of the previous installation.

-C

Commits applied updates to the system.

-d Device

Specifies on what device the installation media can be found.

-F

Forces the installation of a software product even if there exists a
previously installed version of the software product that is the same
version as or newer than the one being installed.

-f ListFile

Reads the names of the software products from ListFile. If ListFile is
a - (dash), it reads the list of names from the standard input. Output
from the installp -1 command is suitable for input to this flag.

-9

When used to install or commit, this flag automatically installs or
commits, respectively, any software products or updates that are
requisites of the specified software product. When used to remove or
reject software, this flag automatically removes or rejects dependents
of the specified software.

Displays the contents of the media by looking at the table of contents
(.toc) and displaying the information in colon-separated output. This
flag is used by SMIT to list the content of the media.

-l (lowercase
L)

Lists all the software products and their separately installable options
contained on the installation media to the standard output. No
installation occurs.

-N

Overrides saving of existing files that are replaced when installing or
updating. This flag is valid only with the -ac flags.

P

Performs a preview of an action by running all preinstallation checks
for the specified action. This flag is only valid with apply, commit,
reject, and remove (-a, -c, -1, and -u) flags.

Rejects all software updates that are currently applied but not
committed.
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Flag Description

-u Removes the specified software product and any of its installed
updates from the system. Removal of any bos.rte fileset is never
permitted.

-V Number Specifies the verbose option that can provide up to four levels of detail
for preinstallation output, including SUCCESSES, WARNINGS, and
FAILURES.

-v Verifies that all installed files in the fileset have the correct checksum
value after installation. Can be used with the -a and -ac flags to
confirm a successful installation. If any errors are reported by this
flag, it may be necessary to reinstall the software.

-X Attempts to expand any file systems where there is insufficient space
to do the installation.

3.14.2 The RPM Package

The RPM Package Manager (RPM) in addition to installp formatted packages
has been in AIX 5L since version 5.1 which allows you to install, perform powerful
queries and verification of your system about Open Source Products. RPM
maintains a database of installed packages and their files. An RPM is an archive
of files specific to a program and contains the program name, version,
description, dependencies, and program files.

Use the Web-based System Manager, SMIT, or the geninstall command to
install and un-install these types of packages. The geninstall command can
detect the format type of a specified package and run the appropriate installation
command.

The AIX 5L product media contains installp packages and RPM packages that
are installed during a base operating system (BOS) installation. The installp
packages are located in the following path:

/mount_point/installp/ppc
The RPM packages are located in the following path:

/mount_point/RPMS/ppc
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If you are using the geninstall command to install RPM packages, use the
prefix type to indicate to the geninstall command the type of package that you
are installing. The package prefix types are the following:

I installp format
R RPM format

Table 3-8 shows a description for the commonly used flags for the geninstall
command.

Table 3-8 Commonly used flags for the geninstall command

Flag Description

-d device media or directory Specifies the device or directory containing the images
to install.

-f file Specifies the file containing a list of entries to install.
Each entry in the file must be preceded by a format
type prefix. Currently, geninstall accepts the following
prefixes:

I:bos.net (Installp)

J:WebSphere (ISMP)

R:mtools (RPM)

U:devices.pci.8602912 (UDI)

This information is given in the geninstall -L output.

-l installpflags Specifies the installp flags to use when calling the
installp command. The flags that are used during an
install operation for installp are the a, b, ¢, D, e, E, F, g,
LJ,MN,Op Q,q, St v V,w and X flags.

The installp flags that should not be used during install
arethe C,i, r, S, z, A, and I flags. The installp command
should be called directly to perform these functions.
The -u, -d, -L, and -f flags should be given outside the
-I flag.

-L Lists the contents of the media. The output format is
the same as the installp -Lc format, with additional
fields at the end for ISMP, RPM, and UDI formatted
products.

-R ResponseFile Takes the full path name of the ResponseFile to send
to the ISMP installer program.

-u Performs an un-install of the specified software. For
ISMP products, the un-installer listed in the vendor
database is called, prefixed by a "J:".
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Flag Description

-Y Agrees to required software license agreements for
software to be installed. This flag is also accepted as
an installp flag with the -1 option.

-Z Tells geninstall to invoke the installation in silent mode.

The syntax of the geninstall command is:
» Install software from device.

geninstall -d Media [ -I installpFlags ] [ -R ResponseFile ] [ -E
ResponseFile ] [ -N]1 [ -Y ] [ -Z ] -f file | install list... | all

» Uninstall software.
geninstall -u -f file | uninstall_list...
» List installable software on device
geninstall -L -d media
The rpm command is also used to install, upgrade, query, and delete Linux RPM

packages on AIX 5L. The tool is also used to maintain the RPM package
database.

90 IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3



Draft Document for Review February 27, 2006 9:30 pm 7199¢ch04.fm

4

Boot process

This Chapter describes the boot process and the different stages the system
uses to prepare the AIX 5L environment.

Topics discussed in this chapter are:

» The boot process

» System initialization

» The /etc/inittab file

» How to recover from a non-responsive boot process

» Run levels

» An introduction to the rc.* files
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4.1 The boot process

As a system administrator you should have a general understanding of the boot
process. This knowledge is useful to solve problems that can prevent a system
from booting properly. These problems can be both software or hardware. We
also recommend that you be familiar with the hardware configuration of your
system.

Booting involves the following steps:

» The initial step in booting a system is named Power On Self Test (POST). Its
purpose is to verify that basic hardware is in functional state.The memory,
keyboard, communication and audio devices are also initialized. You can see
an image for each of these devices displayed on the screen. It is during this
step that you can press a function key to choose a different boot list. The LED
values displayed during this phase are model specific. Both hardware and
software problems can prevent the system from booting.

Note: Old systems based on MCI architecture execute an additional step
before this, the so called Built In Self Test (BIST). This step is no longer
required for systems based on PCI architecture.

» System Read Only Storage (ROS) is specific to each system type. It is
necessary for AIX 5L Version 5.3 to boot, but it does not build the data
structures required for booting. It will locate and load bootstrap code. System
ROS contains generic boot information and is operating system independent.

» Software ROS (also named bootstrap) forms an IPL control block which is
compatible with AIX 5L Version 5.3, takes control and builds AIX 5L specific
boot information. A special file system located in memory and named RAMFS
file system is created. Software ROS then locates, loads, and turns control
over to AIX 5L boot logical volume (BLV). Software ROS is AIX 5L information
created based on machine type and is responsible for completing machine
preparation to enable it to start AIX 5L kernel.

» A complete list of files that are part of the BLV can be obtained from directory
/usr/lib/boot. The most important components are the following:

— The AIX 5L kernel
— Boot commands called during the boot process such as bootinfo, cfgmgr

— A reduced version of the ODM. Many devices need to be configured
before hd4 is made available, so their corresponding methods have to be
stored in the BLV. These devices are marked as base in PdDv.

— The rc.boot script
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» The AIX 5L kernel is loaded and takes control. The system will display 0299
on the LED panel. All previous codes are hardware-related. The kernel will
complete the boot process by configuring devices and starting the init
process. LED codes displayed during this stage will be generic AIX 5L codes.

» So far, the system has tested the hardware, found a BLV, created the RAMFS,
and started the init process from the BLV. The rootvg has not yet been
activated. From now on the rc.boot script will be called three times, each time
being passed a different parameter.

4.1.1 Boot phase 1

During this phase, the following steps are taken:

» The init process started from RAMFS executes the boot script rc.boot 1. If init
process fails for some reason, code c06 is shown on LED display.

» At this stage, the restbase command is called to copy a partial image of ODM
from the BLV into the RAMFS. If this operation is successful LED display
shows 510, otherwise LED code 548 is shown.

» After this, the cfgmgr -f command reads the Config_Rules class from the
reduced ODM. In this class, devices with the attribute phase=1 are
considered base devices. Base devices are all devices that are necessary to
access rootvg. For example, if the rootvg is located on a hard disk all devices
starting from motherboard up to the disk will have to be initialized.The
corresponding methods are called so that rootvg can be activated in the next
boot phase 2.

» At the end of boot phase 1, the bootinfo -b command is called to determine
the last boot device. At this stage, the LED shows 511.

4.1.2 Boot phase 2

In boot phase 2, the rc.boot script is passed to the parameter 2.

During this phase, the following steps are taken.

» The rootvg volume group is varied on with the special version of the varyonvg
command named the ip1_varyon command. If this command is successful
the system displays 517, otherwise one of the following LED codes will
appear: 552, 554, 556 and the boot process is halted.

» Root file system hd4 is checked using the fsck -f command. This will verify
only whether the file system was unmounted cleanly before the last
shutdown. If this command fails, the system will display code 555.

» The root file system (/dev/hd4) is mounted on a temporary mount point (/mnt)
in RAMFS. If this fails, 557 will appear in the LED display.
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The /usr file system is verified using the fsck -f command and then
mounted. If this operation fails, the LED 518 appears.

The /var file system is verified using the fsck -f command and then
mounted. The copycore command checks if a dump occurred. If it did, it is
copied from default dump devices, /dev/hd6, to the default copy directory,
/var/adm/ras. After this /var is unmounted.

The primary paging space from rootvg, /dev/hd6, will be activated.

The mergedev process is called and all /dev files from the RAM file system
are copied onto disk.

All customized ODM files from the RAM file system are copied to disk. Both
ODM versions from hd4 and hd5 are now synchronized.

Finally, the root file system from rootvg (disk) is mounted over the root file
system from the RAMFS. The mount points for the rootvg file systems
become available. Now, the /var and /usr file systems from the rootvg are
mounted again on their ordinary mount points.

There is no console available at this stage; so all boot messages will be copied to
alog. The alog command maintains and manages logs.

4.1.3 Boot phase 3

After phase 2 is completed rootvg is activated and the following steps are taken:

>

/etc/init process is started. It reads /etc/inittab file and calls rc.boot with
argument 3

The /tmp file system is mounted.

The rootvg is synchronized by calling the syncvg command and launching it
as background process. As a result all stale partitions from rootvg are
updated. At this stage, the LED code 553 is shown.

At this stage, the cfgmgr command is called: if the system is booted in normal
mode the cfgmgr command is called with option -p2; if the system is booted in
service mode the cfgmgr command is called with option -p3. The cfgmgr
command reads the Config_rules file from ODM and calls all methods
corresponding to either phase=2 or phase=3. All other devices that are not
base devices are configured at this time.

Next, the console is configured by calling the cfgcon command. After the
configuration of the console, boot messages are sent to the console if no
STDOUT redirection is made. However, all missed messages can be found in
/var/adm/ras/conslog. LED codes that can be displayed at this time are:

— ¢31: Console not yet configured. Provides instructions to select console.
— ¢32: Console is an LFT terminal
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— ¢33: Consoleisa TTY
— ¢34: Console is a file on the disk

Finally, the synchronization of the ODM in the BLV with the ODM from the /
(root) file system is done by the savebase command.

The syncd daemon and errdemon are started.
LED display is turned off.
If the file /etc/nologin exists, it will be removed.

If there are devices marked as missing in CuDv a message is displayed on
the console

The message System initialization completed is sent to the console. The
execution of rc.boot is has completed. Process init will continue processing
the next command from /etc/inittab.

4.2 System initialization

During system startup, after the root file system has been mounted in the
pre-initialization process, the following sequence of events occurs:

1.
2.
3.

The init command is run as the last step of the startup process.
The init command attempts to read the /etc/inittab file.

If the /etc/inittab file exists, the init command attempts to locate an initdefault
entry in the /etc/inittab file.

a. If the initdefault entry exists, the init command uses the specified run
level as the initial system run level.

b. If the initdefault entry does not exist, the init command requests that the
user enter a run level from the system console (/dev/console).

c. Ifthe user enters an S, s, M, or m run level, the init command enters the
maintenance run level. These are the only run levels that do not require a
properly formatted /etc/inittab file.

If the /etc/inittab file does not exist, the init command places the system in
the maintenance run level by default.

The init command rereads the /etc/inittab file every 60 seconds. If the
/etc/inittab file has changed since the last time the init command read it, the
new commands in the /etc/inittab file are executed.
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4.3 The /etc/inittab file

The /etc/inittab file controls the initialization process.

The /etc/inittab file supplies the script to the init command's role as a general
process dispatcher. The process that constitutes the majority of the init
command's process dispatching activities is the /etc/getty line process, which
initiates individual terminal lines. Other processes typically dispatched by the
init command are daemons and the shell.

The /etc/inittab file is composed of entries that are position-dependent and have
the following format:

Identifier:RunLevel:Action:Command

Each entry is delimited by a newline character. A backslash (\) preceding a
newline character indicates the continuation of an entry. There are no limits

(other than maximum entry size) on the number of entries in the /etc/inittab file.
The maximum entry size is 1024 characters.

The entry fields are:

Identifier A one to fourteen character field that uniquely identifies an
object.
RunLevel The run level at which this entry can be processed.

The run level has the following attributes:

—Run levels effectively correspond to a configuration of
processes in the system.

—Each process started by the init command is assigned one or
more run levels in which it can exist.

—Run levels are represented by the numbers 0 through 9. For
example, if the system is in run level 1, only those entries with
a 1in the run-level field are started.

—When you request the init command to change run levels, all
processes without a matching entry in the run-level field for the
target run level receive a warning signal (SIGTERM). There is
a 20-second grace period before processes are forcibly
terminated by the kill signal (SIGKILL).

—The run-level field can define multiple run levels for a process
by selecting more than one run level in any combination from O
through 9. If no run level is specified, the process is assumed
to be valid at all run levels.
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Action

—There are four other values that appear in the run-level field,
even though they are not true run levels: a, b, ¢ and h. Entries
that have these characters in the run level field are processed
only when the telinit command requests them to be run
(regardless of the current run level of the system). They differ
from run levels in that the init command can never enter run
level a, b, ¢ or h. Also, a request for the execution of any of
these processes does not change the current run level.
Furthermore, a process started by an a, b, or c command is not
killed when the init command changes levels. They are only
killed if their line in the /etc/inittab file is marked off in the action
field, their line is deleted entirely from /etc/inittab, or the init
command goes into single-user mode.

Tells the init command how to treat the process specified in the
process field. The following actions are recognized by the init
command:

respawn If the process does not exist, start the process. Do
not wait for its termination (continue scanning the
/etc/inittab file). Restart the process when it dies. If
the process exists, do nothing and continue
scanning the /etc/inittab file.

wait When the init command enters the run level that
matches the entry's run level, start the process and
wait for its termination. All subsequent reads of the
/etc/inittab file, while the init command is in the
same run level, will cause the init command to
ignore this entry.

once When the init command enters a run level that
matches the entry's run level, start the process, and
do not wait for termination. When it dies, do not
restart the process. When the system enters a new
run level, and the process is still running from a
previous run level change, the program will not be
restarted.

boot Process the entry only during system boot, which is
when the init command reads the /etc/inittab file
during system startup. Start the process, do not wait
for its termination, and when it dies, do not restart
the process. In order for the instruction to be
meaningful, the run level should be the default or it
must match the init command's run level at boot
time. This action is useful for an initialization function
following a hardware reboot of the system.
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bootwait

powerfail

powerwait

off
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Process the entry the first time that the init
command goes from single-user to multi-user state
after the system is booted. Start the process, wait for
its termination, and when it dies, do not restart the
process. If the initdefault is 2, run the process right
after boot.

Execute the process associated with this entry only
when the init command receives a power fail signal
(SIGPWR).

Execute the process associated with this entry only
when the init command receives a power fail signal
(SIGPWR), and wait until it terminates before
continuing to process the /etc/inittab file.

If the process associated with this entry is currently
running, send the warning signal (SIGTERM), and
wait 20 seconds before terminating the process with
the kill signal (SIGKILL). If the process is not
running, ignore this entry.

ondemand Functionally identical to respawn, except this action

initdefault

sysinit

applies to the a, b, or ¢ values, not to run levels.

An entry with this action is only scanned when the
init command is initially invoked. The init
command uses this entry, if it exists, to determine
which run level to enter initially. It does this by taking
the highest run level specified in the run-level field
and using that as its initial state. If the run level field
is empty, this is interpreted as 0123456789:
therefore, the init command enters run level 9.
Additionally, if the init command does not find an
initdefault entry in the /etc/inittab file, it requests an
initial run level from the user at boot time.

Entries of this type are executed before the init
command tries to access the console before login. It
is expected that this entry will only be used to
initialize devices on which the init command might
try to ask the run level question. These entries are
executed and waited for before continuing.

A shell command to execute. The entire command field is
prefixed with exec and passed to a forked sh as sh -c exec
command. Any legal sh command syntax can appear in this field.
Comments can be inserted with the # comment syntax.
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The getty command writes over the output of any commands that appear before
it in the /etc/inittab file. To record the output of these commands to the boot log,
pipe their output to the alog -tboot command.

The stdin, stdout, and stderr file descriptors may not be available while the init
command is processing inittab entries. Any entries writing to stdout or stderr may
not work predictably unless they redirect their output to a file or to /dev/console.

The following commands are the only supported methods for modifying the
records in the /etc/inittab file:

mkitab Adds records to the /etc/inittab file.

1sitab Lists records in the /etc/inittab file.

chitab Changes records in the /etc/inittab file.

rmitab Removes records from the /etc/inittab file.

For example, you want to add a record on the /etc/inittab file to run the find
command on the run level 2 and start it again once it has finished:

1. Run the ps command and display only those processes that contain the word
find:

# ps -ef | grep find
root 19750 13964 0 10:47:23 pts/0 0:00 grep find
#

2. Add a record named xcmd on the /etc/inittab using the mkitab command:
# mkitab "xcmd:2:respawn:find / -type f > /dev/null 2>&1"
3. Show the new record with the 1sitab command:

# 1sitab xcmd
xcmd:2:respawn:find / -type f > /dev/null 2>8&1
#

4. Display the processes:

# ps -ef | grep find
root 25462 1 6 10:56:58 - 0:00 find / -type f
root 28002 13964 0 10:57:00 pts/0 0:00 grep find

#

5. Cancel the find command process:
# kill 25462
6. Display the processes:

# ps -ef | grep find
root 23538 13964 0 10:58:24 pts/0 0:00 grep find
root 28966 1 4 10:58:21 - 0:00 find / -type f
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Since the action field is configured as respawn, a new process (28966 in this
example) is started each time its predecessor finishes.

The process will continue re-spawning, unless you change the action field, for
example:
1. Change the action field on the record xcmd from respawn to once:
# chitab "xcmd:2:once:find / -type f > /dev/null 2>&1"
2. Display the processes:

# ps -ef | grep find
root 20378 13964 0 11:07:20 pts/0 0:00 grep find
root 28970 1 4 11:05:46 - 0:03 find / -type f

3. Cancel the find command process:
# kill 28970
4. Display the processes:

# ps -ef | grep find
root 28972 13964 0 11:07:33 pts/0 0:00 grep find
#

To delete this record from the /etc/inittab file, you use the rmitab command. For
example:

# rmitab xcmd
# 1sitab xcmd
#

Order of the /etc/inittab entries
The base process entries in the /etc/inittab file is ordered as follows:

initdefault

sysinit

Powerfailure Detection (powerfail)
Multiuser check (rc)

/etc/firstboot (fbcheck)

System Resource Controller (srcmstr)
Start TCP/IP daemons (rctcpip)

Start NFS daemons (rcnfs)

9. cron

© N o o A~ w0 Db =

10.pb cleanup (piobe)
11.getty for the console (cons)
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The System Resource Controller (SRC) has to be started near the beginning of
the etc/inittab file since the SRC daemon is needed to start other processes.
Since NFS requires TCP/IP daemons to run correctly, TCP/IP daemons are
started ahead of the NFS daemons. The entries in the /etc/inittab file are ordered
according to dependencies, meaning that if a process (process2) requires that
another process (process1) be present for it to operate normally, then an entry
for process1 comes before an entry for process2 in the /etc/inittab file.

4.4 How to recover from a non-responsive boot process

If your system does not boot, AIX 5L offers several tools and methods to recover
from a hung boot process.

This section discusses situations that may cause system hang during the boot
process.

4.4.1 The bootlist command

You can change the order in which your system looks up devices to find its boot
code. The boot1ist command displays and alters the list of boot devices
available to the system. The general syntax of the command is as follows:

bootlist [ { -m Mode } [ -r]1 [ -0 1 [[-i]1 ]| L[[-fFile]
[ Device [ Attr=Value ... ] ... 111
The most common flags used with the boot1ist command are given in Table 4-1.

Table 4-1 Commonly used flags for the bootlist command

Flag Description

-m mode Specifies which boot list to display or alter. Possible values for the mode
variable are normal, service, both, or prevboot.

-f File Indicates that the device information is to be read from the specified file
name.

-i Indicates that the device list specified by the -m flag should be invalidated.

-0 Indicates that the specified boot list is to be displayed after any specified
alteration is performed. The output is a list of device names.

-r Indicates to display the specified bootlist after any specified alteration is
performed. The output is hardware-platform dependent.

The boot1ist command allows the user to display and alter the list of possible
boot devices from which the system may be booted. This command supports the
updating of the following:
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Normal boot list The normal list designates possible boot devices for
when the system is booted in normal mode.

Service boot list The service list designates possible boot devices for
when the system is booted in service mode.

Previous boot device This entry designates the last device from which the
system booted. Some hardware platforms may attempt
to boot from the previous boot device before looking for a
boot device in one of the other lists.

Support of these boot lists varies from platform to platform, and some platforms
do not have boot lists. When a system is booted, it will scan the boot list
searching for a boot device, The system selects the first device in the list and
determines if it is bootable. If no boot file system is detected on the first device,
the system moves on to the next device in the list. As a result, the ordering of
devices in the device list is extremely important.

In order to display a boot list (AIX Version 4.2 or later), use the command:

# bootlist -m normal -o
cd0

hdisk0 blv=hd5

rmt0

If you want to make changes to your normal boot list and remove, for example,
rmtO, use the command:

# bootlist -m normal cd0 hdisk0
or create a file containing the list of cd0 hdiskO (separated by whitespace or one
device per line) and use the command:

# bootlist -m normal -f filename

This will change the normal bootlist to indicate that when the system is booted, it
will first attempt to boot from cdO. If it cannot find a boot image on cdo, it will look
to hdiskO. If the search fails, it will give an LED code and wait for user
intervention. It will not search for rmt0 anymore.

After changing the bootlist, verify the bootlist as follows:

# bootlist -m normal -o
hdisk0 blv=hd5
cd0
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Support of these boot lists varies from platform to platform, and some platforms
do not have boot lists. When searching for a boot device, the system selects the
first device in the list and determines if it is bootable. If no BLV is detected on the
first device, the system moves on to the next device in the list. As a result, the
ordering of devices in the device list is extremely important.

Boot device choices

The naming conventions that can be used in your boot list are provided in

Table 4-2. Each device that you add to your bootlist must be in the AVAILABLE
state. Otherwise, the boot1ist command will fail, and you will encounter an error
similar to:

0514-210 bootlist: Device xxxxx is not in the AVAILABLE state

Table 4-2 Valid device names for the bootlist command

Device Description

hdiskxx Physical volume device logical names

cdxx SCSI and IDE CD-ROM device logical names
rmtxx Magnetic tape device logical names

entxx Ethernet adapter logical names

tokxx Token ring adapters logical names

4.4.2 Accessing a system that will not boot

If you are unable to boot your system, the first step is to access the system and
see what is the probable cause of the failure. This procedure enables you to get a
system prompt so that you may attempt to recover data from the system or
perform corrective action that will enable the system to boot from the hard disk.

The following steps need to be executed to access the system:

1. Turn the system key (if present) to the Service position or alternatively press
F5 on a PCI based system to boot from the tape/CD-ROM/DVD-RAM drive
(during step 4).

2. Turn on all attached external devices, such as terminals, CD-ROM or
DVD-RAM drives, tape drives, monitors, and external disk drives before
turning on the system unit. Turn on the system unit to allow the installation
media to be loaded.

3. Insert Volume 1 of the installation media into the tape, CD-ROM, or DVD-RAM
drive, and power the system unit off.
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4. Turn the system unit power switch to the On position. When booting, a screen
will appear (before Figure 4-1) asking you to press a function key (such as F1)
to select the proper display as the system console. Each display on the
system will receive a function key number in order to identify it as the system
console. The system begins booting from the installation media. After several
minutes, ¢31 is displayed in the LED (if your system has an LED; otherwise, a
screen similar to the one in Figure 4-1 is displayed).

Welcome to Base Operating System
Installation and Maintenance

Type the number of your choice and press Enter., Cholce iz indicated by »>>>.
»»»> 1 Start Install Now with Default Settings
2 Change/Show Installation Settings and Install

3 Start Maintenance Mode for System Recovery

88 Help 7
99 Previous Menu

»>»» Choice [1]:

Figure 4-1 BOS installation and maintenance screen
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5. Select option 3, Start Maintenance Mode for System Recovery, and press
Enter. A screen similar to the one in Figure 4-2 on page 105 is shown.

Maintenance

Type the number of vour choice and press Enter.

»»» 1 Rccess a Root Volume Group

Copy a dystem Dump to Removable Media
Access Advanced Maintenance Functions
Erase Disks

[0 T FY N N |

Install from a System Backup

88 Help 7
99 Previous Menu

>>> Cholce [1]:

Figure 4-2 Maintenance menu
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6. Enter 1, Access a Root Volume Group. A screen similar to the one in
Figure 4-3 is shown.

Warning:

If vou choose to access a root volume group, vou will not be able to return

to the Base Operating System Installation menus without rebooting.

Type the number of your choice and press Enter.

0 Continue

88 Help 7
>»»> 99  Previous Menu

>»»> Cholce [B9]:

Figure 4-3 Warning screen
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7. Take note of the warning. If you want to return to the previous menu, enter 99
otherwise Enter 0 to confirm. You receive a similar screen as shown in
Figure 4-4.

Access a Root Volume Group

Type the number for a wolume group to display the logical volume information
and press Enter.

1) Volume Group 00c478de00004c0000000107b393746c contains these disks:
hdizk0 70006 05-08-00-3,0

Choice:

Figure 4-4 List of found volume group(s)
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8. Select the volume group whose logical volume information you want to

display. This is important, because rootvg will have hd5, that is, the boot
logical volume. Enter the number of the volume group and press Enter. A
screen similar to Figure 4-5 is shown.

Volume Group Information

Volume Group ID 00c478de00004c0000000107a1137£26 includes the following

logical volumes:

hd3 hdé hde hd4 hdz hd8var
hd3 hdl hdl0opt fz1v00 falv0l

Type the number of your choice and press Enter.

1) Access this Volume Group and start a shell
2) Access this Volume Group and start a shell before mounting filesystens

99} Previous Menu

Choice [997:

Figure 4-5 List of logical volumes found on the selected volume group

9. Select one of the options from the Volume Group Information screen and
press Enter. Each option does the following:

Choice 1  Selecting this choice imports and activates the volume group and

mounts the file systems for this root volume group before
providing you with a shell and a system prompt.

Choice 2  Selecting this choice imports and activates the volume group and
provides you with a shell and system prompt before mounting the
file systems for this root volume group.

Choice 99 Entering 99 returns you to the Access a Root Volume Group
screen.

After either choice 1 or 2 is selected and processed, a shell and system
prompt are displayed.

10.Take appropriate measures to recover data or take action (such as using the
bosboot command) to enable the system to boot normally.
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4.4.3 Common boot LED codes

During system initialization, servers with operator panel displays will show LED
codes that provide information about the status of the boot process. Some codes
are checkpoints that indicate which point in the boot process the server has
reached. These codes depend on the type of server.

For example, on a server with a four character display, E1F1 indicates that the
system-defined console has been activated, while FF1 indicates this on a server
with a three character display. Codes in the form of Fxx, where xxis a
hexadecimal number, are generally related to firmware.

Other codes indicate that a fault has been detected. The most common LED
codes that indicate boot problems and how to get around them to getting your
system up and running again are given in Table 4-3.

Table 4-3 Common startup LEDs and solutions

LED 201 - Damaged boot image

1.

6.

Access your rootvg by following the procedure described in Section 4.4.2,
“Accessing a system that will not boot” on page 103.

Check / and /tmp file systems. If they are almost full, create more space.
Determine the boot disk by using the command Islv -m hd5.

Recreate boot image using bosboot -a -d /dev/hdiskn where n is the disk number of
the disk containing boot logical volume.

Check for CHECKSTOP errors in the error log. If such errors are found, it is
probably failing hardware.

Shutdown and restart the system.

LED 223-229 - Invalid boot list

1.

Set the key mode switch to service (F5 for systems without keylock) and power up
the machine.

If display continues normally, change the key mode switch to Normal and continue
with step 3. If you do not get the prompt, go to step 4.

When you get the login prompt, login and follow the procedure described in
Section 4.4.1, “The bootlist command” on page 101 to change your bootlist.
Continue with step 7.

Follow the procedure in Section 4.4.2, “Accessing a system that will not boot” on
page 103 to access your rootvg and continue with step 5.

Determine the boot disk by using the command Islv -m hd5.

6. Change the bootlist following the procedure given in Section 4.4.1, “The bootlist

command” on page 101.

Shutdown and restart your system.
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LED 551, 555, and 557 - Corrupted file system, corrupted JFS log, and so on.

1. Follow the procedure described in Section 4.4.2, “Accessing a system that will not
boot” on page 103, to access the rootvg before mounting any file systems (Choice
2 on the Volume Group Information screen).

2. Verify and correct the file systems as follows:

fsck -y /dev/hdl
fsck -y /dev/hd2
fsck -y /dev/hd3
fsck -y /dev/hd4
fsck -y /dev/hd9var

3. Format the JFS log again by using the command:
/usr/sbin/Togform /dev/hd8
Use Islv -m hd5 to obtain the boot disk.
Recreate boot image by using the command:
bosboot -a -d /dev/hdiskn
Where n is the disk number of the disk containing boot logical volume.
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LED 552, 554, and 556 - Super block corrupted and corrupted customized ODM
database

10.
11.

12.

Repeat steps 1 through 2 for LEDs 551, 555, and 557.

If fsck indicates that block 8 is corrupted, the super block for the file system is
corrupted and needs to be repaired. Enter the command:

dd count=1 bs=4k skip=31 seek=1 if=/dev/hdn of=/dev/hdn
where nis the number of the file system.

Rebuild your JFS log by using the command:

/usr/sbin/Togform /dev/hd8

If this solves the problem, stop here; otherwise, continue with step 5.

5. Your ODM database is corrupted. Restart your system and follow the procedure

given in Section 4.4.2, “Accessing a system that will not boot” on page 103 to
access rootvg with Choice 2 on the Volume Group Information screen.

Mount the root and usr file systems as follows:

mount /dev/hd4 /mnt
mount /usr

Copy the system configuration to a back up directory:

mkdir /mnt/etc/objrepos/backup
cp /mnt/etc/objrepos/Cu* /mnt/etc/objrepos/backup

Copy the configuration from the RAM file system as follows:

cp /etc/objrepos/Cu* /mnt/etc/objrepos

Unmount all file systems by using the umount all command.

Determine boot disk by using the Islv -m hd5 command.

Save the clean ODM to the boot logical volume by using the command:
savebase -d/dev/hdiskn

where n is the disk number of the disk containing boot logical volume.

Reboot, if system does not come up, and reinstall BOS.

Chapter 4. Boot process 111




7199¢ch04.fm

Draft Document for Review February 27, 2006 9:30 pm

LED 553 - Corrupted /etc/inittab file

1.

Access the rootvg with all file systems mounted by following the procedure
described in Section 4.4.2, “Accessing a system that will not boot” on page 103.

Check for free space in /, /var and /tmp by using the df command.

3. Check the /etc/inittab file and correct the inittab problems if there is one empty

inittab file, missing inittab file, or wrong entry in inittab file.
Check problems with:

/etc/environment file
/bin/sh

/bin/bsh

/etc/fsck
/etc/profile
/.profile

Shut down the system and reboot.

4.5 Run levels

Before performing maintenance on the operating system or changing the system
run level, you might need to examine the various run levels. A run level is a
software configuration that allows only a selected group of processes to exist.
Identifying system run levels

This section describes how to identify the run level at which the system is
operating and how to display a history of previous run levels. The system can be
at one of the run levels listed on Table 4-4.

Table 4-4 Run levels available on AIX 5L

Run level Description

0-1 Reserved for the future use of the operating system

2 Contains all of the terminal process and daemons that are run in the
multiuser environment. This is the default run level.

3-9 Can be defined according to the user’s preferences

a,b,c,h These are not true run levels, they differ from run levels in that the init
command cannot request the entire system to enter these run levels.
See the /etc/inittab file section.

S,s,M,m Maintenance mode. When the system enters maintenance mode from
another run level, only the system console is used as the terminal.
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Identifying the current run level
At the command line, type the following command:

# cat /etc/.init.state
2
#

The system displays one digit; that is the current run level.

Displaying a history of previous run levels
You can display a history of previous run levels using the fwtmp command as
follows:

1. Log in as root user.

2. Type the following command and the system shows information similar to the
following:

# fusr/lib/acct/fwtmp </var/adm/wtmp |grep run-level

run-Tevel 2 1 0 0062 0123 1132072406
Tue Nov 15 10:33:26 CST 2005

run-level 2 1 0 0062 0123 1132075614
Tue Nov 15 11:26:54 CST 2005

run-level 2 1 0 0062 0123 1132092491
Tue Nov 15 16:08:11 CST 2005

run-Tevel 2 1 0 0062 0123 1132094756
Tue Nov 15 16:45:56 CST 2005

Changing system run levels

When the system starts the first time, it enters the default run level defined by the
initdefault entry in the /etc/inittab file. The system operates at that run level until it
receives a signal to change it. You can execute the 1sitab command to find what
is the default run level on your system:

# 1sitab init
init:2:initdefault:
#

To change the run level, follow this procedure:

1. Check the /etc/inittab file to confirm that the run level to which you are
changing supports the processes that you are running. The getty process is
particularly important, since it controls the terminal line access for the system
console and other logins. Ensure that the getty process is enabled at all run
levels.

2. Use the wall command to inform all users that you intend to change the run
level and request that users log off.
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3. Use the telinit command using as parameter the run level you want to
switch, for example:

# telinit M

The telinit command

The telinit command directs the actions of the init process (process ID 1) by
taking a one-character argument and signaling the init process to perform the
appropriate action. In general, the telinit command sets the system at a
specific run level. The following arguments serve as directives that the telinit
command passes to the init process:

0-9 Tells the init process to put the system in one of the run levels 0-9.
S,s,M,m Tells the init process to enter the maintenance mode.

a,b,c Tells the init process to examine only those records in the /etc/inittab
file with a, b, or c in the run-level field.

Q,q Tells the init process to re-examine the entire /etc/inittab file.

N Sends a signal that stops processes from being respawned.

For example, to enter maintenance mode type:
# telinit M

Note: You can also go to maintenance mode by using the shutdown -m
command.

Executing run level scripts

Run level scripts allow users to start and stop selected applications while
changing the run level. Scripts beginning with K are stop scripts, while scripts
beginning with S are start scripts.

These scripts reside on the subdirectory that is specific to the run level they
belong and each subdirectory has the form rcn.d where n is the run level:
» /etc/rc.d/rc2.d

» /etc/rc.d/rc3.d

» /etc/rc.d/rc4.d

» /etc/rc.d/rc5.d

» /etc/rc.d/rc6.d

» /etc/rc.d/rc7.d

» /etc/rc.d/rc8.d

» /etc/rc.d/rc9.d
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The /etc/rc.d/rc script will run the start script it finds in the specified directory, and
execute it when the run level changes. The script will first run stop application
scripts, then runs start application scripts.

4.6 An introduction to the rc.* files

The rc files are executed as part of the initialization process, they prepare the
system to be configured and ready for operation.

4.6.1 rc.boot file

The /sbin/rc.boot file is a shell script that is called by the simple shell init and the
standard init command to bring up a system. It controls the machine boot
process. When the system is booting, the /sbin/rc.boot file is called on each boot
phases, each time being passed a different parameter.

Depending upon the type of boot device, the rc.boot file configures devices and
also calls the appropriate applications. Appropriate applications include:

» Booting from disk (boot phase 1)

» Varying on a root volume group (boot phase 2)

» Enabling file systems (boot phase 2)

» Calling the BOS installation programs or diagnostics

Note: The rc.boot program is only called by an init process, executing the
rc.boot script on a system that is already running may cause unpredictable
results.

4.6.2 /etc/rc file

The /etc/rc file performs normal startup initialization, its entry in the /etc/inittab file
is located after the rc.boot entry. The init command reads the /etc/inittab file and
creates a process for the /etc/rc file. The contents of the /etc/rc file are installation
specific. If all of the necessary operations complete successfully, the file exits
with a zero return code that allows the init command to start loggers to complete
normal initialization and startup.

Many bringup functions are done by the /etc/rc file such as:

» Vary on all volume groups marked as auto-varyon

» Activate all paging spaces listed on /etc/swapspaces (swapon -a command)

» Configure all dump devices (sysdumpdev -q command)
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» Perform file system checks (fsck -fp command)

» Perform mounting of file systems marked as mount=true on the
/etc/filesystems file (mount all command)

Note: The /, /usr, /var and /tmp file systems are mounted automatically on
the boot process (phase 2). The /etc/rc file does not try to mount these file
systems again when it runs the mount all command.

4.6.3 rc.net file

The /etc/rc.net file is a shell script that contains network configuration information
The stanzas allow you to enable the network interfaces and set the host name,
the default gateway, and any static routes for the current host. This file can be
used as a one-step configuration alternative to using individually the set of
commands and files necessary to configure a host.

The rc.net shell script is run by the configuration manager program during the
second phase of configuration. If TCP/IP is installed, a second script, rc.tcpip, is
run from the init command after the second phase of configuration has
completed and after the init command has started the SRC master.

Stanzas in the file should appear in the order in which they are presented here.

The /etc/rc.net shell script may also be run by the configuration manager
program (cfgmgr) if the cfgmgr command is run after system configuration is
completed. It is often run at other times to configure new devices that have been
added to the system since boot time. If the cfgmgr command runs rc.net, both the
configuration methods and rc.net itself check to see if networking devices are
already in the Available state. If so, the values of device attributes are not
changed to avoid overwriting any configuration changes that have been made
since boot time.

If /etc/rc.net is run without calling the cfgmgr command, device attributes will be
reset to the values in the ODM database regardless of the states of the devices.
This allows a system's configuration to be restored to the values specified in the
ODM database.

4.6.4 rc.tcpip file

The /etc/rc.tepip file is a shell script that, when executed, uses SRC commands
to initialize selected daemons. The rc.tcpip shell script is automatically executed
with each system restart. It can also be executed at any time from the command
line.
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Most of the daemons that can be initialized by the rc.tcpip file are specific to
TCP/IP. These daemons are:

»

»

>

inetd (started by default)
gated

routed

named

timed

rwhod

Note: Running the gated and routed daemons at the same time on a host
may cause unpredictable results.

There are also daemons specific to the base operating system or to other
applications that can be started through the rc.tcpip file. These daemons are:

>

>

»

»

Ipd

portmap

sendmail

syslogd (started by default)

The following examples are provided as a reference:

>

>

>

The following stanza starts the syslogd daemon:

#Start up syslog daemon (for error and event logging)
start /usr/sbin/syslogd "$src_running"

The following stanza starts the 1pd daemon:

#Start up print daemon
start /usr/sbin/lpd "$src_running"

The following stanza starts the routed daemon, but not the gated daemon:

#Start up routing daemon (only start ONE)
start /usr/sbin/routed "$src_running" -g
#start /usr/sbin/gated "$src_running"

Note: To disable a daemon from starting when booting, add a pound sign (#)
at the beginning of the line.
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S

Configuration

In this chapter, you find more information about the functions of the Object Data
Manager (ODM). Configuration management involves adding new devices to the
system, their configuration, troubleshooting, and solutions to problems that
result.

In addition, topics such as SMIT, network configuration, device configuration, and
NFS are covered.
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5.1 Object Data Manager (ODM)

The ODM is a repository in which the operating system keeps information
regarding your system such as devices, software or TCP/IP configuration. The
ODM is an object-oriented database that contains vital data, keeps this data
consistent with the actual state of the system, and prevents the administrator
from altering it by mistake. The ODM is one of the key features that makes
AIX 5L different from other versions of UNIX®.

System data managed by the ODM includes:

» Device configuration information

» Display information for SMIT (menus, selectors, and dialogs)

» Vital product data for installation and update procedures

» Communication configuration information

» System resource controller data information

» Errorlog and dump information

» NIM (Network Installation Manager) information

ODM data is stored in binary format. You cannot modify ODM files with a text
editor. You must use special commands that are designed to interact with the
ODM.

The basic components of the ODM are

object classes Each file of the database is an object class. Each object
class consists of objects having similar definitions.

objects Each object is one record in an object class. It is a
standalone entity and has one or more descriptors.

descriptors The descriptors describe the layout of the objects. They
determine the name and data type of the fields that are
part of the object class. The descriptors of an object and
their associated values can be located and changed using
ODM commands.

Examples of information contained in the ODM and the corresponding classes
that store this data include:

» Predefined device information: PdDv, PdAt, PdCn

» Customized device information: CuDv, CuAt, CuDep

» Software vital product data: history, inventory, Ipp, product

» SMIT menus: sm_menu_opt, sm_name_hdr, sm_cmd_hdr, sm_cmd_opt
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» Error log, alog and dump information: SWservAt

» System Resource Controller: SRCsubsys, SRCsubsvr

» Network Installation Manager: nim_attr, nim_object, nim_pdattr

ODM information is divided in three parts in order to support diskless or dataless
systems. The names of these three directories as follows:

/ustr/lib/objrepos

Contains the predefined objects classes, SMIT menu
object classes and the four object classes used by
SWVPD for the /usr part of the installable software
product. The object classes in this repository can be
shared across the network by /usr clients, dataless and
diskless workstations. Software installed in the /usr part
can be shared among several machines with compatible
hardware architecture.

/usr/share/lib/objrepos Contains the four object classes used by the SWVPD for

/etc/objrepos

5.1.1 ODM commands

the /usr/share part of the installable software product. The
/usr/share part of a software product contains files that
are not hardware dependent. They can be shared among
several systems, even if these have a different hardware
architecture. An example of this are terminfo files that
describe terminal capabilities. Because terminfo is used
on many UNIX systems, terminfo files are part of the
/usr/share part of the software product.

Contains the customized devices object classes and the
four object classes used by SWVPD for the / part of the
installable software product. To access information in the
other directories this directory contains symbolic links to
the predefined devices object classes. These links are
needed because the ODMDIR variable points to only
/etc/objrepos. It contains the part of the product that
cannot be shared with other systems. Most of this
software requiring a separate copy for each machine is
associated with the configuration of the machine or
product.

Having a good knowledge of the ODM is very important for understanding the
way your system functions and for analyzing and troubleshooting problems.
However, you should be aware that modifying data contained in ODM using ODM
commands should be done only when managing your system using the usual
line commands has become impossible. Both SMIT and line commands are
designed in such manner to keep ODM and system status synchronized at all
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times, so ideally you might never have to use ODM commands. Using these
commands in a wrong way may render your system unusable so use them only
when you really know what you are doing. However, you should know that these
commands exist and have a minimum knowledge about them.

The ODM commands are:

odmadd Adds objects to an object class. The odmadd command takes an
ASCII stanza file as input and populates object classes with
objects found in the stanza file.

odmchange Changes specific objects in a specified object class.

odmcreate Creates empty object classes. The odmcreate command takes an
ASCII file describing object classes as input and produces C
language.h and.c files to be used by the application accessing
objects in those object classes.

odmdelete Removes objects from an object class.
odmdrop Removes an entire object class.
odmget Retrieves objects from object classes and puts the object

information into odmadd command format.

odmshow Displays the description of an object class. The odmshow
command takes an object class name as input and puts the
object class information into odmcreate command format.

Because ODM is a database, ODM queries can accept parameters linked with
operators that are common when interrogating databases.

When they execute, ODM commands use the value of the ODMDIR variable. Its
default value is /etc/objrepos, but it can be changed.

5.1.2 Examples of using the ODM

The following sections describe difference ODM scenarios.

Device configuration
ODM keeps all data necessary for device configuration.

For example, class named Predefined Devices (PdDv) contains entries for all
devices that can be supported by AIX 5L Version 5.3. Important attributes of
objects in this class include type, class, subclass, prefix, base, detectable, led,
setno, catalog, DvDr, Define, Configure, Change, Unconfigure, Undefine, Start,
Stop, uniquetype.
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In Example 5-1, we used the odmget command to interrogate ODM PdDv class
about all objects whose type start with letters Iv.

Example 5-1 Using odmget to interrogate PdDv class

# odmget -q "type LIKE Tv*" PdDv

PdDv:

PdDv:

type = "lvtype"

class = "logical_volume"
subclass = "lvsubclass"
prefix = "1v"

devid = ""

base =1

has_vpd = 0

detectable = 0
chgstatus = 0
bus_ext = 0
fru =0

led =
setno = 1

msgno = 699

catalog = "cmdlvm.cat"
DVDY‘ = nn
Define =
Configure =
Change = ""
Unconfigure = ""

Undefine = ""

Start = ""

Stop = ""

inventory only = 0

uniquetype = "logical_volume/Tvsubclass/Tvtype"

n o

type = "lvdd"
class = "lvm"
subclass = "lvm"
prefix = ""
devid = ""

base =1

has_vpd = 0
detectable = 0
chgstatus = 1

bus_ext = 0

fru =0

led = 1425

setno =1

msgno = 52

catalog = "devices.cat"
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DvDr = "hd_pin"

Define = "/usr/1ib/methods/deflvm"
Configure = "/usr/1ib/methods/cfglvdd"
Change = ""
Unconfigure =
Undefine = ""
Start = ""
StOp — nn
inventory_only = 0
uniquetype = "lvm/lvm/1vdd"

Software Vital Product Data
The ODM maintains a full inventory of all software products installed on your

system.

For example, class named Ipp contains information about currently installed
software products such as ID, name, version, release.

In Example 5-2, we used the odmget command to interrogate ODM class Ipp
about all software installed on the system and we selected first 30 lines of the

output.

Example 5-2 Using odmget to interrogate Ipp class

# odmget 1pp|head -30

Tpp:
name = "__ SWVPD_CTL__"
size = 0
state = 0
cp_flag = 0
group = ""
magic_letter = ""
ver = 0
rel =0
mod = 0
fix =0
description =
lpp_id = 217

Tpp:
name = "bos.rte"
size = 0
state = 5
cp_flag = 262419
group = nn
magic_letter = "I"
ver = 5
rel =3
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mod = 0

fix = 10

description = "Base Operating System Runtime"
Tpp_id =1

For example, class named history contains information about installation and
updates of all software products.

In Example 5-3, we used the odmget command to interrogate ODM class history
about updates of software component having Ipp_id 100. Notice how we
changed the value of the ODMDIR variable, and the result of the output was
different.

Example 5-3 Using odmget to interrogate history class

# echo $ODMDIR

/etc/objrepos

# odmget history|grep -p "lpp_id = 100"

history:
Tpp_id = 100
event = 1
ver =
rel =
mod
fix
ptf
corr_svn =
cp_mod = ""
cp_fix =
login_name = "root"
state = 1
time = 6551686
comment = ""

n
O O W oo

# export ODMDIR=/usr/1ib/objrepos

# odmget history|grep -p "1pp_id = 100" |more

history:
Tpp_id = 100
event =1
ver =
rel =
mod
fix
ptf
corr_svn =
cp_mod = ""
cp_fix =
login_name = "root"

n
o O w o
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state = 1
time = 6551634
comment = ""

LVM

The ODM also maintains a copy of all data used by LVM. Commands that affect
the LVM are designed so that data from VGDAs located on hard disks are always

synchronized with information stored in ODM.

For example, ODM class named CuAt contains customized device-specific

attribute information.

In Example 5-4, we used the odmget command to interrogate ODM class CuAt

about all attributes of the object hdiskO.

Example 5-4 Using odmget to interrogate CuAt class

# odmget -q name=hdisk0 CuAt

CuAt:

CuAt:

CuAt:

CuAt:

name = "hdisk0"
attribute = "unique_id"
value = "2708E6X7643E10I1C35L073UCDY10-003IBMscsi"

type = IIRII
generic = ""
rep = "nl"

nls_index = 79

name = "hdisk0"

attribute = "pvid"

value = "00c5e9de00091d6f0000000000000000"
type = up"

generic = "D"

rep = "s"

nls_index = 2

name = "hdisk0"
attribute = "size_in_mb"
value = "73400"

type = IIRII
generic = "D"
rep = "nr"

nls_index = 60

name = "hdisk0"
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attribute = "Ted"
value = "0x57D"

type = IIZII
generic = ""
rep = "nr"

nls_index = 0

CuAt:
name = "hdisk0"
attribute = "message_no"
value = "87"
type = IITII
generic = ""
rep = "n1"
nls_index = 0
CuAt:

name = "hdisk0"

attribute = "diag_scsd"

value = "a500000107000507000c0b"
type = "R"
generic =
rep = "s"
nls_index = 0

7199¢ch05.fm

| 5.2 System Management Interface Tool

The AIX 5L System Management Interface Tool (SMIT) provides an alternative to
the typical method of using complex command syntax, valid parameter values,
and custom shell path names for managing and maintaining your operating
system configuration. Though the Web-based System Manager is a much more
modern and intuitive tool for system management, SMIT remains foremost in the
mind’s of loyal followers and therefore is covered on the certification exam.

SMIT offers the following features:

» Two modes of operation

» An interactive, menu-driven user interface
» User assistance

» System management activity logging

» Fast paths to system management tasks
» User-added SMIT screens

| » AIX 5L library information is listed under Technical Publications.
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5.2.1 Modes of Operation

SMIT runs in two modes: ASCII (non-graphical) and Xwindows (graphical). ASCII
SMIT can run on both terminals and graphical displays. The graphical mode,
which supports a mouse and point-and-click operations, can be run only on a
graphical display and with Xwindows support. The ASCIl mode is often the
preferred way to run SMIT because it can be run from any machine. To start the
ASCII mode, type at the command line:

smitty or smit -a

To start the graphical mode, type:

smit or smit -m

Note:If you execute the above commands from a terminal or your TERM
attribute is set to a non-graphical setting, SMIT will always run in the ASCII
mode.

| 5.2.2 End user interface

SMIT is an interactive, menu-driven user interface that allows you to more easily
perform routine system management tasks and to manage and maintain your
operating system configuration. System management tasks are grouped by
application and presented in a series of menu, selector, and dialog screens. For
example, all common software installation tasks are grouped in the Software
Installation and Management application. This task-oriented structure makes
SMIT easy to use, allowing even novice users to perform routine system
administration tasks.

SMIT screens display the actual system configuration. The displayed information
varies from system to system, based on what is installed on a particular system.
Adding customized system management tasks for your own applications or
changing the existing SMIT screen information is one example of what causes
this variation. Another example can be seen in the Devices screens. The
available system management tasks are based on what type of devices, such as
network and storage adapters, disk drives, and other I/O devices, are installed on
the system.

| 5.2.3 SMIT screens

SMIT uses three types of screens: menu, selector, and dialog screens. SMIT
uses the data provided in these screens as options and arguments to create and
run high-level command strings to perform a selected task. This data is
described in stanza files that are stored in the Object Data Manager (ODM).
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When you press the Enter key or otherwise start a task from SMIT, the dialog
executes a shell script that processes the underlying commands to perform the
task. In the SMIT graphical mode, the command string associated with the task
displays at the top of the screen as it runs. In the ASCIl mode, you can see the
command string that will be used before you actually run the task by pressing the
F6 Command key.

Menu screens display a list of items that you can select. Menu items are typically
system management tasks or classes of tasks that you can perform. Starting
from the System Management menu (the main SMIT menu), you select an item
defining a broad range of system tasks. You continue to make selections from
menus until you reach the final dialog, which typically collects the information and
performs the task.

Selector screens, often presented as a pop-up menu, display a list of items from
which you specify or select a particular item. ltems in a selector screen are
typically system objects, such as printers, or the attributes of objects, such as
serial or parallel printer mode. The menu screen provides necessary information
that is used by the dialog screen.

Dialog screens are the interface to a command or task that you perform. Each
dialog executes one or more commands or shell functions. A command can be
run from any number of dialogs.

5.2.4 System management tasks

You can perform most system management tasks from the SMIT interface.
Table 5-1 lists the main tasks that display in the System Management menu.
Selecting a task from this menu presents additional menus containing tasks,
many of which are listed here, that you can perform from that menu.

Table 5-1 System management tasks

Application System Management Tasks
Software Installation Installing new software, updating software, installing fixes,
and Maintenance listing installed software, and backing up and restoring the

system image.

Software License Adding and deleting node-locked licenses, adding and

Management removing server licenses, managing licenses, and listing
licenses.

Devices Adding, changing, showing, and deleting physical and logical

devices; configuring and unconfiguring devices; listing
installed devices; and managing PCI hot plugs.
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Application

System Management Tasks

System Storage™
Management
(Physical & Logical
Storage)

Managing logical volumes, volume groups, physical disk
drives, and paging space; managing file systems; managing
files and directories; and tasks for backing up and restoring the
system.

Security and Users

Managing user accounts and groups, passwords, login
controls, and roles.

Communications
Applications and
Services

Configuring all installed communications options and
applications, including TCP/IP; NFS server or client; Network
Information System (NIS); and Domain Name Service (DNS).

Print Spooling

Configuring and managing printers, print queues, print jobs,
and virtual printers.

Problem
Determination

Running hardware diagnostics, performing system traces,
initiating system dumps, printing error logs, and verifying
software installation and requisites.

Performance and
Resource Scheduling

Scheduling jobs, managing resource processes, configuring
and enabling Power Management™, configuring and using
the Workload Manager, running system traces, and reporting
system activity.

System Environments

Starting and stopping the system; configuring and managing
system environment parameters such as language, date, user
interface, and time; managing system logs; managing the

remote reboot facility; and managing system hang detection.

Processes and
Subsystems

Managing subsystems, processes, and subservers.

5.3 Linux applications under AIX 5L

| This section discusses how Linux applications can be deployed on the AIX 5L
platform using open source tools.

| 5.3.1 Linux affinity

AIX 5L affinity with Linux is the capability to easily compile and run Linux

| applications on AIX 5L. AIX Toolbox for Linux Applications is a group of GNU and
open source tools and utilities for building and deploying Linux applications on

| AIX 5L. It includes a collection of programs that have already been recompiled
and tested for the AIX 5L environment.
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AIX 5L has been developed using UNIX industry standards and, as such, there is
a high degree of compatibility at the API level between AIX 5L and Linux. This
degree of similarity is such that many Linux applications can be recompiled and
run on AlIX 5L using the AIX Toolbox for Linux Applications.

AIX 5L affinity with Linux uses an Application Programming Interface (API)
approach to providing Linux application interoperability with AIX 5L. This
approach is not an environment or an additional layer or wrapper to run Linux
applications in or on. It is the integration of Linux compatible APIs and header
files into AIX 5L. Thus, recompiled Linux applications are treated as native

AIX 5L applications and have access to all the reliability, scalability and
availability of AIX 5L. The result is a tighter integration of the application to the
operating system than can be achieved with an Application Binary Interface (ABI)
approach.

The Linux applications deployed on AIX 5L have full access to all AIX 5L
functionality, just like an application natively developed for AIX 5L.

Open Source Software in the Toolbox

The following Web site contains a detailed information about the current content
of the Toolbox:

http://www.ibm.com/servers/aix/products/aixos/1inux/rpmgroups.html

The following is a sample of the software that the Toolbox contains:

GNU base utilities tar, cpio, diffutils, fileutils, findutils, and sh-utils
System utilities bzip2, gzip, ncftp, rsync, wget, Isof, and zip
System shells bash, tcsh, and zsh

Graphics applications xfig, xpdf, ghostscript, gv, and mpage
Desktop environments Gnome and KDE

Window managers enlightenment and sawfish

Application development gcc, gplusplus, gdb, cvs, make, automake,

autoconf, libtool, bison, flex, and m4
Programming languages PHP, Python, C, and C++ compilers

Toolbox RPM packaging format

The tools and applications that come with the Toolbox are all in RPM format. The
RPM Package Manager is a packaging system that can work on Linux systems
and other UNIX-based systems. Originally it was developed as a tool by the
Linux distributor Red Hat, and it is now an Open Source Software. It is easy to
use and provides many features for installing, un-installing, upgrading, deleting,
and building packages.
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How to recompile and run a Linux application on AIX 5L

To recompile and run your applications on AlX 5L, first you take the application
source that you are currently using, get the appropriate GNU tools from the AIX
Toolbox for Linux Applications (make, automake, autoconf, gcc, for example), use
these tools to create the binaries for AIX 5L and then run the application on

AIX 5L. The applications will connect to AlX 5L using the integrated APIs and
header files. If you do not have access to the application source code, then
contact the developer and ask them to provide a recompiled binary for use on
AIX 5L.

The Linux application being recompiled to run on AIX 5L must be written using
standard Linux APIs, and use the GNU gcc and g++ compilers.

5.3.2 How to install Linux applications on AIX 5L

This section discusses the topic of how to add open source applications to your
AIX 5L system from AlX Toolbox for Linux Applications CD.

The AlX Toolbox for Linux Applications CD that is shipped with your base
operating system software contains the most commonly used open source
applications that you can use with the AIX 5L operating system. Your options for
installing from this CD include:

» Using the SMIT install_software fast path to install RPM packages from the
AIX Toolbox for Linux Applications CD.

» Using the geninstall command to install RPM packages from the AIX
Toolbox for Linux Applications CD.

» Installing a bundle. Bundles group the applications you need for a basic Linux
operating environment, basic desktop use, GNOME or KDE desktop use, or
application development.

» Installing from a directory of packages classified by function. These directory
groupings cover a broad range of applications, shell environments, network
applications, development tools, application libraries, and so on.

» Installing a single package for a particular application.

Installing RPM packages
To install the cdrecord and mtools RPM packages using SMIT, do the following:

1. Run the SMIT install_software fast path.

2. Enter the device name for the AIX Toolbox for Linux Applications CD (for
example, /dev/cd0), and press Enter.

3. Use the F4 key to list the contents of the device.
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4. Select the cdrecord and mtools packages, and press Enter.

5. Accept the default values for the rest of the Install Software menu fields, and

6.

press Enter.

Confirm that you do want to install the software, and press Enter.

The software installation process begins at this point.

Install using the geninstall command

To install the cdrecord and mtools RPM packages from the command line, type
the following:

geninstall -d/dev/cd0 R:cdrecord R:mtools
The software installation process begins at this point.

5.3.3 Install using the rpm command

Use the rpm command, which is automatically installed with the base operating
system for AIX 5L Version 5.1 and later, to install the bundles required for the
GNOME desktop and the bc application package. Complete instructions are
available on the readme file for the AIX Toolbox for Linux Applications.

1.

With your system powered on and AlIX 5L Version 5.1 or later running, insert
the AIX Toolbox for Linux Applications CD into the CD-ROM drive of your
system.

. With root authority, mount the CD-ROM drive using the following command:

# mount -vcdrfs -oro /dev/cd0 /mnt

The -v flag specifies the virtual file system type of cdrfs. The -o flag specifies
the ro option, which means the mounted file is read-only. The device name is
/dev/cd0. The directory in which you want to mount the CD-ROM is /mnt.

Change to the /mnt directory by using the following command:
# cd /mnt

Use the 1s command to list the contents of the CD. The listing contains the
following, which you can view or print:

— The readme file contains complete instructions for installing from this CD.

— The CONTENTS file lists all packages available on this CD and provides a
short description of the purpose for each package.

In your Web browser, open the /mnt/LICENSES/index.html file to view
software licensing information.

In your terminal window, change to the ezinstall/ppc directory by using the
following command:
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# cd /mnt/ezinstall/ppc

In the next step, you use the rpm command to install GNOME by installing four
bundles (Base, Desktop Base, GNOME Base, and GNOME Apps). Alternatively,
you can install all necessary packages using the smit install_bundle fast path and
selecting the GNOME bundle.

7.

8.

Install GNOME by using the following sequence of commands:

#rpm -Uhv ezinstall/ppc/base/*

#rpm -Uhv ezinstall/ppc/desktop.base/*
#rpm -Uhv ezinstall/ppc/gnome.base/*
#rpm -Uhv ezinstall/ppc/gnome.apps/*

The -U flag updates any earlier versions of each package that you might have
on your system. The -h flag prints hash marks (#) at timed intervals to indicate
that the installation is progressing. The -v flag displays relevant informational
or error messages that occur during the installation.

If your rpm command returns an error, it is probably caused by one of the
following:

— Not enough space in your current file system. Resize the file system or
change your mount point.

— Package is already installed. The rpm program discovered an existing
package of the same name and version level, so it did not replace the
package. A script on the CD installs only those packages from a directory
that are not already installed on your system, as shown in the following
example:

— # /mnt/contrib/installmissing.sh ezinstall/ppc/desktop.base/*

— Failed dependencies. The packages listed in the error message must be
installed before you can install this package or bundle.

Install the bc application package by using the following command:
# rpm -Uhv RPMS/ppc/bc-*.rpm

How to enable the use of the Toolbox commands

To execute the Linux version of a command (the Toolbox version) after it is
installed, you can either:

» Call it with its relative or absolute path.

» Create an alias for the command name.

» Change the PATH variable to have /usr/linux/bin in the beginning of the PATH.
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Note: Changing the PATH variable may cause conflicts with some AIX 5L
applications, specifically SMIT. It might be necessary to change the PATH,
depending on the tasks to be performed.

Do not change the PATH environment variable in /etc/environment, /etc/profile,
or any other user environment file that is used by applications started by init at
IPL (boot-time).

For system administrators it is not recommended to set or use the
/usr/linux/bin prior to AIX 5L directories in the PATH environment variable at
login time. Use an environment loading script that can be run manually or by
specific applications, such as aixterm (using the ENV variable mechanism in
Korn shell), or alias the desired Toolbox commands.

For users and developers, use your own preference.

Using relative or absolute path

To use a Toolbox RPM package command with its relative or absolute path, you
must of course know where it is stored in your file system hierarchy. In the next
two examples we use the /usr/linux/bin/ls command from the fileutils RPM
package downloaded from the Toolbox Web site, and our current directory is
/home/work.

The first example is using the absolute path to the 1s command with the --color
option:

#/usr/Tinux/bin/1s --color

The second example is using the relative path to the 1s command with the --help
option (our current directory is /home/work):

#../../../usr/Tinux/bin/1s --help

Using PATH search preference

To have the Toolbox RPM package commands to be found first by the running
Korn shell (or a similar shell), we can use the PATH variable and point it to
/usr/linux/bin before the other directories to be searched. Below we show how to
set the PATH variable in the current Korn shell environment:

# export PATH=/usr/linux/bin:$PATH
In the following example, first we use the AIX 5L n1 command, then export the
new PATH environment variable, pointing to /usr/linux/bin first, and use n1 again

(/usr/linux/bin/n1 is a symbolic link to /opt/freeware/bin/nl). As you can see from
the output, it is two different commands that are used in each instance.

#root@fenris:/: print $PATH
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/usr/bin:/etc:/usr/sbin:/usr/ucb:/usr/bin/X11:/sbin
#root@fenris:/: nl -?

nl: 0653-467 illegal option: -?

Usage: nl1 [-b Type] [-d Delimiterl Delimiter2] [-f Type] [-h Type]
[-i Number] [-1 Number] [-n Format] [-p] [-s Separator]

[-v Number] [-w Number] [File]

#root@fenris:/: export PATH=/usr/linux/bin:$PATH

#root@fenris:/: print $PATH
/usr/Tinux/bin:/usr/bin:/etc:/usr/sbin:/usr/ucb:/usr/bin/X11:/sbin
#root@fenris:/: nl -?

Jusr/Tinux/bin/n1: invalid option -- ?

Try “/usr/linux/bin/n1 --help' for more information.

Using command aliasing

To set a command alias for a single command so that the Toolbox version is used
instead of the one supplied with AIX 5L, use the alias built-in function in the Korn
shell (similar mechanisms can be found in other shells), as shown in the following
syntax example:

alias command=absolute path to command, with options if any
The following example shows how to create an alias for the rm command and
point the alias definition to the /usr/linux/bin/rm command:

alias rm=/usr/Tinux/bin/rm

| 5.4 Network File System

The Network File System (NFS) is a distributed file system that allows users to
access files and directories of remote servers as though they were local. For
example, you can use operating systems commands to create, remove, read,
write, and set file attributes for remote files and directories. NFS is independent
of machine types, operating systems, and network architectures because of its
use of remote procedure calls (RPC) for these services.

For the successful implementation of an NFS environment you need the following
things:

1. The NFS daemons should be running on the server and the clients.

2. The file systems that need to be remotely available will have to be exported.

3. The exported file systems need to be mounted on the remote (client)
systems,
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5.4.1 NFS services

NFS provides its services through a client-server relationship.

The following are a list of terms that are used throughout this discussion:

Server

Clients

Export
Mount

A computer that makes its file systems, directories, and
other resources available for remote access.

The computers, or their processes, that use a server’s
resources.

The act of making file systems available to remote clients.

The act a client needs to do to access the file systems
that a server exports.

Access to exported directories can be restricted to specific clients.

The major services provided by NFS are:

Mount

Remote file access

From the /usr/sbin/rpc.mountd daemon on the server and
the /usr/sbin/mount command on the client. The mountd
daemon is a Remote Procedure Call (RPC) that answers
a client request to mount a file system. The mountd
daemon provides a list of currently mounted file systems
and the clients on which they are mounted.

From the /usr/sbin/nfsd daemon on the server and the
/usr/sbin/biod daemon on the client. Handles client
requests for files. The biod daemon runs on all NFS client
systems. When a user on a client wants to read or write to
a file on a server, the biod daemon sends this request to
the server.

Start the NFS daemons for each system (whether client or server). The NFS

daemons, by default, are not started on a newly installed system. When a system
is first installed, all of the files are placed on the system, but the steps to activate
NFS are not taken. The daemons can be started by using either of the following

two methods:

1. Using the SMIT fast path smitty mknfs

2. Using the mknfs command to start the NFS daemons immediately, and this
should produce the following:

# mknfs -N

0513-059 The portmap Subsystem has been started. Subsystem PID is 23734.
Starting NFS services:

0513-059 The biod Subsystem has been started. Subsystem PID is 27264.
0513-059 The nfsd Subsystem has been started. Subsystem PID is 30570.
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0513-059 The rpc.mountd Subsystem has been started. Subsystem PID is
28350.

0513-059 The rpc.statd Subsystem has been started. Subsystem PID is
15298.

0513-059 The rpc.lockd Subsystem has been started. Subsystem PID is
30976.
#

You can use System Resource Controller to start the NFS daemons if they are
not already started.

The NFS daemons can be started individually or all at once. Use the following
command to start NFS daemons individually:

#startsrc -s daemon
where daemon is any one of the SRC controlled daemons. For example, to start
the nfsd daemon:

#startsrc -s nfsd

Use the following command to start all of the NFS daemons:

#startsrc -g nfs

5.4.2 Exporting NFS directories

This section discusses the use of the exportfs command.

Exporting an NFS directory using SMIT
To export file systems using SMIT, follow this procedure:
1. Verify that NFS is already running using the command 1ssrc -g nfs. Asin

the following example, the output should indicate that the nfsd and the
rpc.mountd daemons are active. If they are not, start NFS using the

instructions.

#1ssrc -g nfs

Subsystem Group PID Status
biod nfs 15740 active
nfsd nfs 11376  active
rpc.mountd nfs 5614 active
rpc.statd nfs 16772  active
rpc.lockd nfs 15496  active

#

2. Use smitty mknfsexp on the server to export the directory; the SMIT screen
is as shown in Figure 5-1.
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Add a Directory to Exports List
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
LTOP] [Entry Fields]
8 sthnare of directory to erport hoel) /
Anonymous UID [-2]
Public filesystem? no +
% Export directory now. system restart or both both +
Pathname of alternate exports file (]
Allow access by NFS versions (] +
External name of directory (NFS ¥4 access only) (]
Referral locations (NFS V4 access only) (]
Replica locations (]
Ensure primary hostname in replica list yes +
Allow delegations? no +
# Security method [sys.krbbp.krb5i krbb,> +
# Mode to export directory read-urite +
[MORE. . .23]
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 5-1 Add a Directory to Exports List

3.

Specify /home1 in the PATHNAME of directory to export field, set the MODE
to export directory field to read-write, and set the EXPORT directory now,
system restart, or both field to both.

. Specify any other optional characteristics you want, or accept the default

values by leaving the remaining fields as they are.

When you have finished making your changes, SMIT updates the /etc/exports
file. If the /etc/exports file does not exist, it will be created.

6. Repeat steps 3 through 5 for directories that need to be exported.

7. If NFS is currently running on the servers, enter:

#/usr/sbhin/exportfs -a

The -a option tells the exportfs command to send all information in the
/etc/exports file to the kernel. If NFS is not running, start NFS using the
instructions given before.

Verify that all file systems have been exported properly as follows:
On the server:
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#showmount -e MyServer
export list for MyServer:

/homel (everyone)
/home2 (everyone)
/home3 (everyone)
/home4 (everyone)
#

We have used MyServer as the name of a server with the showmount command.
We will be using the same name in most of the following discussions.

Exporting an NFS directory using a text editor
To export file systems using a text editor, follow this procedure:

1. Open the /etc/exports file with your favorite text editor.
# vi /etc/exports

2. Create an entry for each directory to be exported by using the full path name
of the directory as shown in Figure 5-2.

fihomel
/home2
/home3
fhomed

L T T - T 2 T T T T T T A

"/etc/exports” 4 lines. 28 characters

Figure 5-2 Content of /etc/exports
3. List each directory to be exported starting in the left margin. No directory

should include any other directory that is already exported. Save and close
the /etc/exports file.
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4. If NFS is currently running on the servers, Enter:

# /usr/sbhin/exportfs -a

Exporting an NFS directory temporarily

A file system can be exported when needed, and as such, does not change the
/etc/exports file. This is done by entering:

# exportfs -i /dirname
where /dirname is the name of the file system you want to export. The exportfs

-i command specifies that the /etc/exports file is not to be checked for the
specified directory, and all options are taken directly from the command line.

5.4.3 Un-exporting an NFS directory

You can un-export an NFS directory by using one of the following procedures:
» To un-export an NFS directory using SMIT:
a. On the Server, enter the following command to remove /home4 export:
# smitty rmnfsexp
b. Enter /home4 in the PATHNAME of exported directory to be removed field.
The directory is now removed from the /etc/exports file and is un-exported.
» To un-export an NFS directory using a text editor:
a. Open the /etc/exports file with a text editor.

b. Find the entry for the directory you wish to un-export, that is, /hnome4, and
then delete that line.

c. Save and close the /etc/exports file.
d. If NFS is currently running, enter:
# exportfs -u dirname

where dirname is the full path name of the directory (/home4) you just
deleted from the /etc/exports file.

5.4.4 Mounting an NFS directory

There are three types of NFS mounts: Predefined, explicit, and automatic.

Predefined mounts are specified in the /etc/filesystems file. Each stanza (or
entry) in this file defines the characteristics of a mount, as shown in Figure 5-3.
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/homel:
dev = "/homel"
vfs = nfs
nodename = MyServer
mount = true
options = bg,hard,intr
account = false

Figure 5-3 Example NFS stanza in the /etc/filesystems file

Data, such as the host name, remote path, local path, and any mount options,
are listed in this stanza. Predefined mounts should be used when certain mounts
are always required for proper operation of a client.

Explicit mounts serve the needs of the root user. Explicit mounts are usually
made for short periods of time when there is a requirement for occasional
unplanned mounts. Explicit mounts can also be used if a mount is required for
special tasks, and that mount should not be generally available on the NFS client.
These mounts are usually fully qualified on the command line by using the mount
command with all needed information.

Explicit mounts do not require updating the /etc/filesystems file. File systems
mounted explicitly remain mounted unless explicitly unmounted with the umount
command or until the system is restarted.

Automatic mounts are controlled by the automount command, which causes the
AutoFS kernel extension to monitor specified directories for activity. If a program
or user attempts to access a directory that is not currently mounted, then AutoFS
intercepts the request, arranges for the mount of the file system, and then
services the request.

NFS mounting process

Clients access files on the server by first mounting a server's exported
directories. When a client mounts a directory, it does not make a copy of that
directory. Rather, the mounting process uses a series of remote procedure calls
to enable a client to access the directories on the server transparently. The
following describes the mounting process:

1. When the server starts, the /etc/rc.nfs script runs the exportfs command,
which reads the server /etc/exports file and then tells the kernel which
directories are to be exported and which access restrictions they require.

2. The rpc.mountd daemon and several nfsd daemons (eight, by default) are
then started by the /etc/rc.nfs script.
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3. When the client starts, the /etc/rc.nfs script starts several biod daemons
(eight, by default), which forward client mount requests to the appropriate
server.

4. Then the /etc/rc.nfs script executes the mount command, which reads the file
systems listed in the /etc/filesystems file.

5. The mount command locates one or more servers that export the information
the client wants and sets up communication between itself and that server.
This process is called binding.

6. The mount command then requests that one or more servers allow the client
to access the directories in the client /etc/filesystems file.

7. The server rpc.mountd daemon receives the client mount requests and either
grants or denies them. If the requested directory is available to that client, the
rpc.mountd daemon sends the client's kernel an identifier called a file handle.

8. The client kernel then ties the file handle to the mount point (a directory) by
recording certain information in a mount record.

Once the file system is mounted, the client can perform file operations. When the
client does a file operation the biod daemon sends the file handle to the server,
where the file is read by one of the nfsd daemons to process the file request.
Assuming the client has access to perform the requested file operation, the nfsd
daemon returns the necessary information to the client's biod daemon.

Note: The mount points for all NFS mounts must exist on your system
before you can mount a file system with one exception. If the automount
daemon is used, it may not be necessary to create mount points. See
“Mounting an NFS directory automatically” on page 146.

Establishing predefined NFS mounts
You can establish predefined NFS mounts using one of the following procedures.

Note: Define the bg (background) and intr (interruptible) options in the
/etc/filesystems file when establishing a predefined mount that is to be
mounted during system startup. Mounts that are non-interruptible and
running in the foreground can hang the client if the network or server is
down when the client system starts up. If a client cannot access the
network or server, the user must start the machine again in maintenance
mode and edit the appropriate mount requests.

To establish predefined mounts through SMIT (Figure 5-4), use the following

command:

# smitty mknfsmnt

Chapter 5. Configuration 143



7199¢ch05.fm

Draft Document for Review February 27, 2006 9:30 pm

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

LTOP1]
PP ATHNAME of mount. point
# PATHNAME of remote directory
# HOST where remote directory resides
Mount type NAME
# Use SECURE mount option?
# MOUNT now, add entry to /etc/filesystems or both?
# /etc/filesystems entry will mount the directory
on system RESTART.
# MODE for this NFS file system
# ATTEMPT mount in foreground or background
NUMBER of times to attempt mount
Buffer SIZE for read
Buffer SIZE for writes

[MORE. . .261

F1l=Help F2=Refresh F3=Cancel
F5=Reset F6=Command F7=Edit
F9=Shell F10=Exit Enter=Do

Add a File System for Mounting

read-write +
background +

[1
L]
L1

[Entry Fields]

o

F4=List
F8=Image

Figure 5-4 Add a File System for Mounting screen

Specify values in this screen for each mount you want predefined. You must
specify a value for each required field (those marked with an asterisk (*) in the
left margin). You may specify values for the other fields or accept their default
values. This method creates an entry in the /etc/filesystems file for the desired

mount and attempts the mount.

To establish the NFS default mounts by editing the /etc/filesystems file (only use
this method under special circumstances), perform the following:

1. Open the /etc/filesystems file on the client with a text editor. Add entries for
each of the remote file systems that you want mounted when the system is

started. For example:

/homel:
dev = /homel
mount = false
vfs = nfs
nodename = MyServer
options = ro,soft
type = nfs_mount

This stanza directs the system to mount the /home1 remote directory over the
local mount point of the same name. The file system is mounted as read-only
(ro). Because it is also mounted as soft, an error is returned in the event the
server does not respond. By specifying the type parameter as nfs_mount, the
system attempts to mount the /home1 file system (along with any other file
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systems that are specified in the type = nfs_mount group) when the mount -t
nfs_mount command is issued.

The following example stanza directs the system to mount the /home2 file
system at system startup time. If the mount fails, the bg option tells the
system to continue attempting the mount in the background.

/home2:
dev = /home2
mount = true
vfs = nfs

nodename = MyServer
options = ro,soft,bg
type = nfs_mount

Note: See “Parameters” on page 148 for additional parameters.

2. Remove any directory entries that you do not want to mount automatically at
system startup.

3. Save and close the file.

4. Run the mount -a command to mount all the directories specified in the
/etc/filesystems file.

5. On other clients, repeat these steps.

The NFS directory is now ready to use.

Mounting an NFS directory explicitly
To mount an NFS directory explicitly, use the following procedure:

1. Verify that the NFS server has exported the directory, using:

# showmount -e MyServer
export list for MyServer:

/homel (everyone)
/home2 (everyone)
/home3 (everyone)
/homed (everyone)
#

where MyServer is the name of the NFS server. This command displays the
names of the directories currently exported from the NFS server. If the
directory you want to mount is not listed, export the directory from the server.

2. Establish the local mount point using the mkdir command. For NFS to
complete a mount successfully, a directory that acts as the mount point of an
NFS mount must be present. This directory should be empty. This mount
point can be created like any other directory, and no special attributes are
needed for this directory.
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3. On the client machine, enter the following SMIT fast path:
# smitty mknfsmnt

4. Make changes to the following fields that are appropriate for your network
configuration. Your configuration may not require completing all of the entries
on this screen.

— PATHNAME of mount point.

— PATHNAME of remote directory.

— HOST where remote directory resides.

— MOUNT now, add entry to /etc/filesystems

— /etc/filesystems entry will mount the directory on system RESTART.
— MODE for this NFS.

Note: If you are using the ASCII SMIT interface, press the Tab key to
change to the correct value for each field, but do not press Enter until
you get to step 7.

5. Use the default values for the remaining entries or change them depending on
your NFS configuration.

6. When you finish making all the changes on this screen, SMIT mounts the
NFS.

7. When the Command: field shows the OK status, exit SMIT.

The NFS is now ready to use.

Mounting an NFS directory automatically

AutoFS relies on the use of the automount command to propagate the automatic
mount configuration information to the AutoFS kernel extension and start the
automountd daemon. Through this configuration propagation, the extension
automatically and transparently mounts file systems whenever a file or a
directory within that file system is opened. The extension informs the automountd
daemon of mount and unmount requests, and the automountd daemon actually
performs the requested service.

Because the name-to-location binding is dynamic within the automountd
daemon, updates to a Network Information Service (NIS) map used by the
automountd daemon are transparent to the user. Also, there is no need to
pre-mount shared file systems for applications that have hard-coded references
to files and directories, nor is there a need to maintain records of which hosts
must be mounted for particular applications.
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AutoFS allows file systems to be mounted as needed. With this method of
mounting directories, all file systems do not need to be mounted all of the time,
only those being used are mounted.

For example, to mount the /backup NFS directory automatically:
1. Verify that the NFS server has exported the directory by entering:

# showmount -e MyServer
export Tist for MyServer:
/backup

#

This command displays the names of the directories currently exported from
the NFS server.

2. Create an AutoFS map file. AutoFS will mount and unmount the directories
specified in this map file. For example, suppose you want to use AutoFS to
mount the /backup directory as needed from the Accounts server onto the
remote /backup directory. In this example, the map file name is
/tmp/mount.map. An example of a map file can be found in /usr/samples/nfs.

3. Ensure that the AutoFS kernel extension is loaded and the automountd
daemon is running. This can be accomplished in two ways:

a. Using SRC, enter:
# Tssrc -s automountd

If the automountd subsystem is not running, issue: startsrc -s
automountd

b. Using the automount command, issue /usr/sbin/automount -v. Define the
map file using the command line interface by entering:

# /usr/sbhin/automount -v /backup /tmp/mount.map

where /backup is the AutoFS mount point on the client. Now, if a user runs
the cd /backup command, the AutoFS kernel extension will intercept
access to the directory and will issue a remote procedure call to the
automountd daemon, which will mount the /backup directory and then
allow the cd command to complete.

4. To stop the automountd, issue the stopsrc -s automountd command.

If, for some reason, the automountd daemon was started without the use of
SRC, issue:

# ki1l automountd_PID

where automountd_PID is the process ID of the automountd daemon.
(Running the ps -e command will display the process ID of the automountd
daemon.) The ki1l command sends a SIGTERM signal to the automountd
daemon.

Chapter 5. Configuration 147



7199¢ch05.fm Draft Document for Review February 27, 2006 9:30 pm

Parameters
The parameters required for stanzas pertaining to NFS mounts are:

dev=file_system_name Specifies the path name of the remote file system
being mounted.

mount=[truelfalse] If true, specifies that the NFS will be mounted when
the system boots. If false, the NFS will not be
mounted when the system boots.

nodename=hostname Specifies the host machine on which the remote file
system resides.

vis=nfs Specifies that the virtual file system being mounted is
an NFS.

If you do not set the following options, the kernel automatically sets them to the

following default values:

» biods=6

» fg

» retry=10000

> rsize=8192

> wsize=8192

» timeo=7

» retrans=3

» port=NFS_PORT

» hard

» secure=off

» acregmin=3

» acregmax=60

» acdirmin=30

» acdirmax=60

5.4.5 Changing an exported file system
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This section explains how you can change an exported NFS.
Changing an exported NFS directory using SMIT

The following procedure will guide you through changing an exported file system
using SMIT.
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1. Un-export the file system on the server by entering:
# exportfs -u /dirname

where /dirname is the name of the file system you want to change. In this
case, /home3.

2. On the server, enter:
# smitty chnfsexp
The resulting screen is shown in Figure 5-5.

3. Enter the appropriate path name in the PATHNAME of exported directory
field. In this case, /home3.

Change Attributes of an Exported Directory
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
# PATHNAME of Directory to Export /home3
' Bood urite !
HOSTS & NETGROUPS allowed client access L]
Anonymous UID [-21]
HOSTS allowed root access L1
HOSTNAME list. If exported read-mostly [1
Use SECURE OPTION? no +
Public filesystem? no +
# CHANGE export now, system restart or both both +
PATHNAME of alternate Exports file [1
F1=Help F2=Refresh F3=Cancel Fd4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 5-5 Change the Attributes of an Exported Directory

Make whatever changes you need then press Enter.
4. Exit SMIT.
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5. Re-export the file system by entering:
# exportfs /dirname

where /dirname is the name of the file system you just changed, in this case
/home3.

Changing an exported NFS directory using a text editor

The following procedure will guide you through changing an exported file system
using a text editor.

1. Unexport the file system by entering:
# exportfs -u /dirname

where /dirname is the name of the file system you want to change, in this
case /home3.

Open the /etc/exports file with your favorite text editor.
Make whatever changes you want.
Save and close the /etc/exports file.

A < A

Re-export the file system by entering:
# exportfs /dirname

where /dirname is the name of the file system you just changed, in this case
/home3.

5.4.6 Un-mounting a mounted file system

To unmount an explicitly or automatically mounted NFS directory, enter umount
/directory or unmount /directory, for example:

# umount /backup

The rmfs command can be used to remove any file systems you created.

5.5 Network configuration

This section discusses various aspects of a TCP/IP network and related network
security. Paging space, which is an important part of any system configuration,
as well as configurations and attributes of system devices are also addressed in
the following.
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5.5.1 Initializing TCP/IP daemons

At IPL time, the /init process runs /etc/rc.tcpip after starting the SRC. The
/etc/rc.tepip file is a shell script which, when executed, uses the SRC commands
to initialize selected daemons. It can also be executed at any time from the
command line.

Most of the daemons that can be initialized by the rc.tcpip file are specific to
TCP/IP. These daemons are:

>

»

| 2

v

inetd (started by default)
gated

routed

named

timed

rwhod

Note: Running the gated and routed daemons at the same time on a host
may cause unpredictable results.

There are also daemons specific to the base operating system or to other
applications that can be started through the rc.tcpip file. These daemons are:

>

>

>

>

Ipd
portmap
sendmail

syslogd (started by default)

5.5.2 Stopping and restarting TCP/IP daemons

The subsystems started from rc.tcpip can be stopped using the stopsrc
command and restarted using the startsrc command.

5.5.3 Stopping TCP/IP daemons using the /etc/tcp.clean command

The script /etc/tcp.clean can be used to stop TCP/IP daemons. It will stop the
following daemons and remove the /etc/locks/Ipd TCP/IP lock files:

>

| 2

>

ndpd-host
Ipd
routed
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» gated

» sendmail
> inetd

» named
» timed
» rwhod
> iptrace
» snmpd
» rshd

» rlogind
» telnetd
» syslogd

Note: The script /etc/tcp.clean does not stop the portmap and nfsd daemons.
If you want to stop the portmap and the nfsd daemons, use the stopsrc -s
portmap and the stopsrc -s nfsd commands.

5.5.4 Restarting TCP/IP daemons
The /etc/rc.tcpip script can be used to restart TCP/IP daemons. Alternatively, you

can use the startsrc -s command to start individual TCP/IP daemons.

Note: Do not restart TCP/IP daemons using the command:

#startsrc -g tcpip

It will start all subsystems defined in the ODM for the tcpip group, which
includes both routed and gated.

5.5.5 System boot without starting rc.tcpip

Connections using TCP/IP are often peer-to-peer. There are no master/slave
relations. The applications, however, use a client/server model for
communications.

Removing the rc.tcpip entry in /etc/inittab means that you are not starting any
server applications during IPL.
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Without the server applications started, you will not be able to telnet or ftp to
this machine from another host.

However, as long as you have not brought down the network interface, you can
still utilize the client network services. You can still ping other hosts, and you can
still telnet or ftp to other hosts.

The ping command sends an Internet Control Message Protocol (ICMP)
ECHO_REQUEST to obtain an ICMP ECHO_RESPONSE from a host and does
not need a server application. Therefore, even without starting any server
application, the machine will still respond to a ping command request from other
hosts.

5.5.6 The inetd daemon

The /usr/sbin/inetd daemon provides Internet service management for a network.
This daemon reduces system load by invoking other daemons only when they
are needed and by providing several simple Internet services internally without
invoking other daemons.

Starting and refreshing inetd

When the inetd daemon starts, it reads its configuration information from the file
specified in the ConfigurationFile parameter for the /usr/sbin/inetd daemon. If the
parameter is not specified, the inetd daemon reads its configuration information
from the /etc/inetd.conf file. Once started, the inetd daemon listens for
connections on certain Internet sockets in the /etc/inetd.conf and either handles
the service request itself or invokes the appropriate server once a request on one
of these sockets is received.

The /etc/inetd.conf file can be updated by using the System Management
Interface Tool (SMIT), the System Resource Controller (SRC), or by editing the
/etc/inetd.conf.

If you change the /etc/inetd.conf using SMIT, then the inetd daemon will be
refreshed automatically and will read the new /etc/inetd.conf file. If you change
the file using an editor, run the refresh -s inetd or ki1l -1 InetdPID
commands to inform the inetd daemon of the changes to its configuration file.
You will not receive a message if you use the kill -1 command as shown in
Figure 5-6.
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# refresh -s inetd
0513-095 The request for subsystem refresh was completed successfully.
# ps —ef lgrep inetd

root 17840 2900 0 09:17:31 - 0:00 fusr/sbin/inetd
root 20606 20016 1 09:19:14 pts/2 0:00 grep inetd
# kill -1 17340
# ps —ef lgrep inetd
root 17482 20016 2 09:19:37 pts/2 0:00 grep inetd
root 17840 2900 0 09:17:31 - 0:00 /usr/sbin/inetd

*1

Figure 5-6 Refreshing the inetd daemon using refresh or kil

Subservers controlled by inetd

The inetd daemon is a subsystem that controls the following daemons
(subservers):

» comsat daemon
» ftpd daemon

» fingerd daemon
» rlogind daemon
» rexecd daemon
» rshd daemon

» talkd daemon

» telnetd daemon
» tftpd daemon

» uucpd daemon

The ftpd, rlogind, rexecd, rshd, talkd, telnetd, and uucpd daemons are started by
default. The tftpd, fingerd, and comsat daemons are not started by default.

To start any one of them, remove the pound (#) sign in column one of the
respective entry in the /etc/inetd.conf file. You can check the details of subservers
started in inetd by using the 1ssrc -1s command, as shown in Figure 5-7 on
page 155.
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Subsystem
inetd

Debug

Signal
SIGALRM
SIGHUP

SIGCHLD

Service
xmquery
ttdbserver
cmsd
dtspc
time
daytime
discard
echo
time
daytime
chargen
discard
pcnfsd
sprayd
rwalld
rusersd
rstatd
ntalk
klogin
login
kshell
shell
telnet
ftp

# 1

# lssrc —1ls inetd

Group PID Status
tepip 17840  active

Not active
Purpose
Establishes socket connections for failed services.

Rereads the configuration database and reconfigures services.

Restarts the service in case the service ends abnormally.

Command Description Status
/usr/bin/xmservd xmservd —p3 active
/usr/dt/bin/rpe.ttdbserver rpc.ttdbserver 100083 1 active
/usr/dt/bin/rpc.cmsd cmsd 100068 2-5 active
/usr/dt/bin/dtsped /usr/dt/bin/dtsped active
internal active
internal active
internal active
internal active
internal active
internal active
internal active
internal active
/fusr/sbhin/rpc.pcenfsd penfsd 150001 1-2 active
/usr/lib/netsvc/spray/rpc.sprayd sprayd 100012 1 active
/usr/lib/netsvc/rwall/rpc.rwalld rwalld 100008 1 active
/usr/lib/netsvc/rusers/rpc.rusersd rusersd 100002 1-2 acti
/usr/sbhin/rpc.rstatd rstatd 100001 1-3 active
/usr/shin/talkd talkd active
/usr/sbhinskrlogind krlogind active
/usr/shin/rlogind rlogind active
/fusr/shin/skrshd krshd active
/usr/shin/rshd rshd active
fusr/sbhin/telnetd telnetd active
fusr/sbin/ftpd ftpd active

ve

Figure 5-7 Subservers started in inetd

The /etc/services file
The /etc/services file contains information about the known services used in the
DARPA Internet network by inetd. Each service listed in /etc/services runs on a
specific port number for communications, in a specific format, such as TCP or

UDP.

Each service is listed on a single line corresponding to the form:

ServiceName PortNumber/ProtocolName Aliases
A sample section from /etc/services may look 1like the following:

echo
echo
discard
discard
daytime

7/tcp
7/udp
9/tcp sink null
9/udp sink null
13/tcp
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daytime 13/udp

chargen 19/tcp ttytst source
chargen 19/udp ttytst source
ftp 21/tcp

time 37/tcp timeserver
time 37/udp timeserver

If you edit the /etc/services file, run the refresh -s inetd command, in order for
your changes to be used.

Stopping inetd
Use the command stopsrc -s inetd to stop the inetd daemon as shown in
Figure 5-8.

# stopsrc -s inetd
0513-044 The stop of the /fusr/sbin/inetd Subsystem was completed successfully.

# 1
Figure 5-8 Stopping inetd

When the inetd daemon is stopped, the previously started subserver processes
are not affected. However, new service requests for the subservers can no longer
be satisfied. If you try to telnet or ftp to the server with inetd down, you will see
messages as shown in Figure 5-9.

% telnet sv1166f

Trying...

telnet: connect: A remote host refused an attempted connect operation.
$ ftp svl1166f

ftp: connect: A remote host refused an attempted connect operation.
ftp> bye

. |

Figure 5-9 Telnet and FTP when inetd on sv1166f is down

In other words, existing sessions are not affected when the inetd daemon is
stopped, but no new telnet and ftp sessions can be established without first
restarting the inetd daemon.

5.5.7 The portmap daemon

The portmap daemon converts remote procedure call (RPC) program numbers
into Internet port numbers.

156  IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3



Draft Document for Review February 27, 2006 9:30 pm 7199¢ch05.fm

When an RPC server starts up, it registers with the portmap daemon. The server
tells the daemon which port number it is listening to and which RPC program
numbers it serves. Thus, the portmap daemon knows the location of every
registered port on the host and which programs are available on each of these
ports.

A client consults the portmap daemon only once for each program the client tries
to call. The portmap daemon tells the client which port to send the call to. The
client stores this information for future reference.

Since standard RPC servers are normally started by the inetd daemon, the
portmap daemon must be started before the inetd daemon is invoked.

Note: If the portmap daemon is stopped or comes to an abnormal end, all
RPC servers on the host must be restarted.

The nfsd is a common RPC server.

5.5.8 Internet addressing

If you want your machines to communicate with each other across a TCP/IP
network, you must give them unique IP addresses. Each host is assigned a
unique 32-bit logical address (in the case of IPv4) that is divided into two main
parts: the network number and the host number. The network number identifies a
logical network to which the host belongs and must be the same across the
subnet. The host number identifies a host on the specific logical network.

IP address format

The IP address is the 32-bit address, grouped eight bits at a time, separated by
dots and represented in decimal format called dotted decimal notation. Each bit
in the octet has a binary weight (128, 64, 32,16, 8, 4, 2, 1). The minimum value
for an octet is 0, and the maximum value for an octet is 255.

Internet address classes

IP addressing supports five different address classes: A, B, C, D, and E. Classes
A, B, and C are available for commercial use. You can determine the network
class of an IP address by checking the bits in the first octet of a network address.
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To determine the class of an IP address, refer to Table 5-2 on page 158.
Table 5-2 IP address classes

IP Format First Address range Number Number
address octet bits of hosts
class network /
host
A N.H.H.H 0 1.0.0.0 7/24 224 _p
127.0.0.0
B N.N.H.H 10 128.1.0.0 14/16 216 o
191.254.0.0
C N.N.N.H 110 192.0.1.0 22/8 28 -2
223.255.254.0
D - 1110 224.0.0.0 - -
239.255.255.255
N - Network number
H - Host number

For example, in the IP address 195.116.119.2, the first octet is 195. Because 195
falls between 192 and 223, 195.116.119.2 is a class C address.

Class A, B, and C addresses also provide address ranges that are useful to
define a private network without InterNIC (Internet Network Information Center)
authorization. A private network can have the following address ranges:

Class A 10.0.0.0 to 10.255.255.255
Class B 172.16.0.0 to 172.31.255.255
Class C 192.168.0.0 to 192.168.255.255

Special Internet addresses
There are a few IP addresses that cannot be used as host addresses. Those
addresses are used for special occasions.

The loopback interface allows a client and server on the same host to
communicate with each other using TCP/IP. The network class A with network
address 127 is reserved for the loopback interface 100. AIX 5L assigns the IP
address 127.0.0.1 to this interface and assigns it the name localhost.

To check attributes of any interface, use the ifconfig or 1sattr commands as
follows:

# ifconfig 100
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100:
f1ags=e08084b<UP,BROADCAST, LOOPBACK,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT

>

inet 127.0.0.1 netmask Oxff000000 broadcast 127.255.255.255

inet6 ::1/0

# Tsattr -E1 100

netaddr 127.0.0.1 Internet Address True
state up Current Interface Status True
netmask Subnet Mask True
mtu 16896 Maximum IP Packet Size for This Device True
netaddr6 ::1 N/A True
prefixlen Subnet Mask True

The network address is an IP address with all host address bits set to 0. If you
have the IP address 195.116.119.2, the network address for this will be
195.116.119.0. This type of address is used in the routing table as the network
destination address. An example routing table is shown in the following (0 is
omitted in the routing tables).

# netstat -nr

Routing tables

Destination Gateway Flags Refs Use If PMTU Exp
Groups

Route Tree for Protocol Family 2 (Internet):

default 9.3.240.1 UGc 0 0 tro - -
9.3.240/24 9.3.240.58 ] 30 130787 tr0 - -
127/8 127.0.0.1 ] 54 1300 100 - -
195.116.119/24 195.116.119.2 ] 0 2 en0 - -

The limited broadcast address is 255.255.255.255 (an address with all host
address and network address bits set to 1). This can be used as the destination
address for all hosts regardless of their network number. Routers never forward a
limited broadcast; it only appears on the local cable.

The directed broadcast address is an IP address, with all the host address bits
setto 1. It is used to simultaneously address all hosts within the same network.
For example, consider an IP address 195.116.119.2; because it is class C
address, the network address for this address is 195.116.119. Therefore, the
directed broadcast for this network will be 195.116.119.255. To check the
broadcast setting for interface en0, enter:

# ifconfig en0

en0:
f1ags=e080863<UP,BROADCAST,NOTRAILERS,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64B
IT>

inet 195.116.119.2 netmask Oxffffff00 broadcast 195.116.119.255
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The last column of Table 5-2 on page 158 shows the number of hosts in the
appropriate network class. Notice that the two hosts were subtracted. This was
done so that one address is reserved for the broadcast address, and one
address is reserved for the network address.

Subnetting

Subnet addressing allows an autonomous network made up of multiple systems
to share the same Internet address class. The subnetwork capability of TCP/IP
also makes it possible to divide a single network into multiple logical networks
(subnets). This makes sense for class A and class B addresses, since attaching
thousands of hosts to a single network is impossible.

A standard IP address has two fields (see “IP address format” on page 157): a
network address and a host address. A subnet address is created by borrowing
bits from the host field and designating them as the subnet field. The number of
borrowed subnet bits varies and it depends of the chosen subnet mask.

Figure 5-10 shows how bits are borrowed from the host address field to create
the subnet address field and how the subnet mask works.

network address host address
8 bits 24 bits
2
netwogkbﬁcsidress subnet address host address Q
?
(7))
00001001 0000011 11 110000 01101100
11111111 11111111 11 000000 00000000 3(5”
: : a3
0
255 . 255 . 192 . 0 -

Figure 5-10 Subnetting example

Subnet masks

The subnet mask tells the system what the subnet partitioning scheme is. This bit
mask consists of the network address portion and subnet address portion of the
IP address.
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When a host sends a message to a destination, the system must determine
whether the destination is on the same network as the source or if the destination
must be reached through a gateway. The system compares the destination
address to the host address using the subnet mask. If the destination is not on
the local network, the system sends the packet to a gateway. Gateways are
systems that handle the routing of information to other systems and networks.
They perform the same comparison to see if the destination address is on a
network they can reach locally. Gateways (also called a routes) are systems or
network devices that will route information onto other systems or networks.

5.5.9 Host name resolution and /etc/netsvc.conf

TCP/IP provides a naming system that supports both flat and hierarchical
network organizations so that users can use meaningful, easily remembered
names instead of Internet addresses.

In flat TCP/IP networks, each machine in the network has a file (/etc/hosts)
containing the name-to-Internet-address mapping information for every host in
the network.

When TCP/IP networks become very large, as on the Internet, naming is divided
hierarchically. Typically, the divisions follow the network's organization. In TCP/IP,
hierarchical naming is known as the domain name system (DNS) and uses the
DOMAIN protocol. The DOMAIN protocol is implemented by the named daemon
in TCP/IP.

The default order in resolving host names is:

1. BIND/DNS (named, using the /etc/resolv.conf file))

2. Network Information Service (NIS)

3. Local /etc/hosts file

When a process receives a symbolic host name and needs to resolve it into an

address, it calls a resolver routine. By default, resolver routines attempt to
resolve names using the default order.

If all of the services were unavailable, then the resolver routine will return with the
message SERVICE_UNAVAILABLE.

The default order can be overwritten by creating the configuration file,
/etc/netsve.conf and specifying the desired order. The following is a sample
/etc/netsve.conf file:

#cat /etc/netsvc.conf
hosts = nis, local, bind
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In this example, the system will use NIS to attempt to resolve host names first,
followed by the /etc/hosts file, and then BIND/DNS last.

Both the default and /etc/netsve.conf can be overwritten with the environment
variable NSORDER. If it is not set, the default will be as though you issued the
command:

# export NSORDER=bind,nis,local

Note: The NSORDER environment variable will override the host name
resolution list in /etc/netsvc.conf. If your /etc/netsvce.conf file does not seem to
be working properly, you may want to examine the NSORDER environment
variable by running the command:

# echo $NSORDER
NSORDER=1o0cal,bind

letc/hosts

The /etc/hosts file provides a list of server names or aliases and their IP
addresses.

The following is a sample /etc/hosts file:

# cat /etc/hosts

# The format of this file is:

# Internet Address Hostname # Comments

# Items are separated by any number of blanks and/or tabs. A '#'

# indicates the beginning of a comment; characters up to the end of the

# line are not interpreted by routines which search this file. Blank

# lines are allowed.

# Internet Address Hostname # Comments

127.0.0.1 Toopback Tocalhost # Toopback (100) name/address
9.3.240.57 sample2.itsc.austin.ibm.com

The /etc/resolv.conf file

Domain name servers (DNS) allow IP addresses to be represented symbolically
for ease. For example, the system with the IP address of 207.25.253.26 is named
service.software.ibm.com.

The /etc/resolv.conf file has two functions. First, it indicates to a system that it
should go to a specific domain name server to resolve a name. Second, it
defines to the system to what domain it belongs.

For example, the system named sample has the following /etc/resolv.conf file:

# cat /etc/resolv.conf
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nameserver 9.3.1.74
domain itsc.austin.ibm.com

The system sample would use the name server 9.3.1.74 for name resolution.
Since it belongs to the itsc.austin.ibm.com domain, the full host name of the
system is sample.itsc.austin.ibom.com.

If the specified domain name server is unreachable, you will not be able to
communicate with systems by host name and will receive errors. The ping
command can be used to verify if a name server is unreachable.

For example, if the domain name server 9.3.1.74 is not available, it takes some
time before an error message from the ping command is returned:

# ping 9.3.1.121

PING 9.3.1.121: (9.3.1.121): 56 data bytes
~C

----9.3.1.121 PING Statistics----

3 packets transmitted, 0 packets received, 100% packet Toss
# date +%H:%M:%S

16:20:10

# ping sv1166f

0821-062 ping: host name sv1166f NOT FOUND
# date +%H:%M:%S

16:20:19

If the name server is down, however, you will still be able to communicate with
other servers by IP address.

Note: If your name server has a host name assigned to it, do not enter this
name into the nameserver field. Enter in the IP address of the name server;
otherwise, your system will not be able to automatically communicate with the
name server.

The /etc/resolv.conf file defines Domain Name Protocol (DOMAIN) name-server
information for local resolver routines. If the /etc/resolv.conf file does not exist,
then BIND/DNS is considered to be not set up or running and, therefore, not
available. The system will attempt name resolution using the default paths, the
/etc/netsve.conf file, or the NSORDER environment variable.

Related problems with /etc/resolv.conf

When you have problems resolving a host name, and you are using a name
server, you should:

1. Verify that you have a /etc/resolv.conf file specifying the correct domain name
and Internet address of a name server. If you try to access a host by name
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with an incorrect entry in /etc/resolv.conf, and if the host is also not defined in
/etc/hosts, you will get an error message, as shown in the following example:

# ping olympus
0821-062 ping: host name olympus NOT FOUND

2. If /etc/resolv.conf contains the correct data, verify that the host acting as the

local name server is up by issuing the ping command with the IP address of
the name server found in the /etc/resolv.conf file.

3. If the local name server is up, verify that the named daemon on that local
system is active by issuing the 1ssrc -s named command on that host.

4. If you are running the syslogd daemon, there could be error messages

logged. The output for these messages is defined in the /etc/syslog.conf file.

5.5.10 Adding network routes

For those systems that need to access a private network, use the SMIT fast path
smit mkroute to add a route to the private network through the gateway between
two networks. A sample of smit mkroute is shown in Figure 5-11.

Add Static Route

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

LEntry Fields]

Destination TYPE net +
# DESTINATION Address 1192.168 . 1]
(dotted decimal or symbolic name)
# Default GATEMWAY Address 19.3.1.124]]
(dotted decimal or symbolic name)
# METRIC (number of hops to destination gateway) [11 #
Network MASK (hexadecimal or dotted decimal) 1255 .255.255. 0]
F1=Help F2=Refresh F3=Cancel F4=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 5-11 Adding a Static Route menu

Instead of using SMIT, you can also use the command:
route add -net 192.168.1 -netmask 255.255.255.0 9.3.1.124

The procedure, shown in Figure 5-12 on page 165, illustrates:
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» A host cannot access the |IP addresses 192.168.1.1 and 192.168.1.2.

» A route is added using the route add command specifying that 9.3.1.124
should be used as the gateway to the network 192.168.1.

» The traceroute command shows the route taken to reach both 192.168.1.1
and 192.168.1.2.

# ping 192.168.1.1
PING 192.168.1.1: (192.168.1.1): 56 data bytes
~C
----192.168.1.1 PING Statistics———-
2 packets transmitted. 0 packets received. 100% packet loss
# ping 192.168.1.2
PING 192.168.1.2: (192.168.1.2): 56 data bytes
~C
----192.168.1.2 PING Statistics———-
2 packets transmitted. 0 packets received. 100% packet loss
# ping 9.3.1.124
PING 9.3.1.124: (9.3.1.124): 56 data bytes
64 bytes from 9.3.1.124: icmp_seq=0 tt1=255 time=1 ms
64 bytes from 9.3.1.124: icmp_seq=1 ttl=255 time=1 ms
~C
----9.3.1.124 PING Statistics————
2 packets transmitted. 2 packets received. 0% packet loss
round-trip min/avg/max = 1/1/1 wms
# route add —net 192.168.1 -netmask 255.255.255.0 9.3.1.124
9.3.1.124 net 192.168.1: gateway 9.3.1.124
# traceroute 192.168.1.2
trying to get source for 192.168.1.2
source should be 9.3.1.33
traceroute to 192.168.1.2 (192.168.1.2) from 9.3.1.33 (9.3.1.33), 30 hops max
outgoing MTU = 1492
1 192.168.1.2 (192.168.1.2) 13 ms 2 ms 2 ms
# traceroute 192.168.1.1
trying to get source for 192.168.1.1
source should be 9.3.1.33
traceroute to 192.168.1.1 (192.168.1.1) from 9.3.1.33 (9.3.1.33), 30 hops max
outgoing MTU = 1492
1 sv1166f.itsc.austin.ibm.com (9.3.1.124) 13 ms 2 ms 2 ms
2 192.168.1.1 (192.168.1.1> 5 ms 4 ms 3 ms
#

Figure 5-12 Adding a route using the route add command

5.5.11 Changing IP addresses using SMIT

If you are moving your machine from one network segment to another, and need
to change IP addresses, use smit mktcpip the same way as the first time you

configured TCP/IP. You may need to change the host name, IP address, and the
default gateway address. A sample screen is shown in Figure 5-13 on page 166.
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Minimum Configuration & Startup
To Delete existing configuration data. please use Further Configuration menus

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

# HOSTNAME [sv1050e]]
* Internet ADDRESS (dotted decimal) 19.3.1.96
Network MASK (dotted decimal) [255.255,255.01
* Network INTERFACE trd
NAMESERYER
Internet ADDRESS (dotted decimal) [9.3.1.741
DOMATN Name [itsc.austin.ibm.coml
[g.3.1.741
(dotted decimal or symbolic name)
RING Speed Lautosensel +
START Now no +
F1=Help F2=Refresh F3=Cancel Fd=List
F5=Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do

Figure 5-13 Minimum Configuration & Startup menu

Note: Do not perform this task in a Telnet command session, as you will
lose your connection when the change is made.

If you are not moving across network segments, and simply want to change the
IP address, you can change the field START Now shown in Figure 5-13 to yes.
This will start the TCP/IP daemons automatically or refresh them if they are
already started.

5.5.12 The ifconfig command

The ifconfig command can allow you to configure and modify properties of
network interfaces directly, without the use of SMIT. Often, administrators find
this easier than using the SMIT panels for network administration.

The syntax of the ifconfig command for configuring and modifying network
interfaces is as follows:

ifconfig Interface [ AddressFamily [ Address [ DestinationAddress ] ]
[Parameters... ] ]
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There are three address families that can be used with the ifconfig command:

inet  The default dotted decimal notation for a system that is part of the
DARPA-Internet. This is the address family that ifconfig uses by default.

ineté The default dotted decimal notation for a system that is part of the
DARPA-Internet running IPv6.

ns The default dotted hexadecimal notation for a system that is part of a
Xerox Network Systems family.

Table 5-3 is a list of common command parameters and their functions for the

ifconfig command.

Table 5-3 Commonly used parameters for the ifconfig command

Parameter Description

alias Establishes an additional network address for the interface.

delete Removes the specified network address from the interface.

detach Removes an interface from the network interface list.

down Marks an interface as inactive (down), which keeps the system from

trying to transmit messages through that interface.

mtu Value Sets the maximum IP packet size to Value bytes, (maximum
transmission unit), ranging from 60 to 65535.

netmask Mask | Specifies how much of the address to reserve for subdividing
networks into subnetworks.

up Marks an interface as active (up).

Identifying network interfaces

Before you use the ifconfig command to perform administration on network
interfaces, it is helpful to identify all interfaces on your server. There are two ways
to identify network interfaces on your server. The first command that you can run
is:

# 1sdev -Cc if

This will produce a simple list of all interfaces on the system, whether they are
being actively used by the system or not. For example:

# 1sdev -Cc if

en0 Defined 10-80 Standard Ethernet Network Interface
enl Defined 20-60 Standard Ethernet Network Interface
et0 Defined 10-80 IEEE 802.3 Ethernet Network Interface
etl Defined 20-60 IEEE 802.3 Ethernet Network Interface
100 Available Loopback Network Interface
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tr0 Available 10-68 Token Ring Network Interface

The second command that you can run is:
# ifconfig -a

This will produce a list of all network interfaces on the system that have IP
addresses assigned and are actively being used by the system. For example:

# ifconfig -a

tr0: flags=e0a0043<UP,BROADCAST,RUNNING,ALLCAST ,MULTICAST,GROUPRT,64BIT>
inet 10.1.2.2 netmask Oxffffff0O broadcast 10.1.2.255

100:

f1ags=e08084b<UP,BROADCAST, LOOPBACK,RUNNING,SIMPLEX,MULTICAST,GROUPRT,64BIT

>

inet 127.0.0.1 netmask Oxff000000 broadcast 127.255.255.255
inet6 ::1/0

To get information about one specific network interface, including state, IP
address, and netmask, run the command:
# ifconfig Interface

To get information about tr0, for example, run the command:

# ifconfig tr0
tr0: flags=e0a0043<UP,BROADCAST,RUNNING,ALLCAST,MULTICAST,GROUPRT,64BIT>
inet 10.1.2.2 netmask Oxffffff00 broadcast 10.1.2.255

Activating a network interface

Before messages can be transmitted through a network interface, the interface
must be placed in the up or active state. To activate an interface using ifconfig,
run the command:

# ifconfig Interface [Address] [netmask Netmask] up

To activate a network interface using ifconfig, such as trO, run the command:

# ifconfig tr0 up
To activate a network interface, such as the loopback interface (Io0) and assign it
an IP address, run the command:

# ifconfig 100 127.0.0.1 up
To activate a network interface, such as a token ring interface (tr0), and assign it
an IP address and netmask, run the command:

# ifconfig tr0 10.1.2.3 netmask 255.255.255.0 up
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Deactivating a network interface

To stop messages from being transmitted through an interface, the interface must
be placed in the down or inactive state. To deactivate an interface using
ifconfig, run the command:

# ifconfig Interface down

For example, to deactivate the network interface tr0, run the command:

# ifconfig tr0 down

Note: This command does not remove any IP addresses assigned to the
interface from the system, nor does it remove the interface from the network
interface list.

Deleting an address from a network interface

To remove a network address from an interface, the address must be deleted
from the interface definition. To delete a network address from an interface using
ifconfig, run the command:

# ifconfig Interface [Address] [netmask Netmask] delete

For example, to delete the network address from trO, run the command:
# ifconfig tr0 delete

Note: This command does not place the interface in the down state, nor does
it remove the interface from the network interface list.

Detaching a network interface

To remove an interface from the network interface list, the interface must be
detached from the system. This command can be used when a network interface
card has physically been removed from a system or when an interface no longer
needs to be defined within the system. To detach a network interface from the
system using ifconfig, run the command:

# ifconfig Interface detach

For example, to remove the interface tr0 from the network interface list, run the
command:

# ifconfig tr0 detach
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Note: This command removes all network addresses assigned to the interface
and removes the interface from the output of the ifconfig -a command. To
add an interface back to the system, or to add a new interface to the network
interface list, run the command:

# ifconfig Interface

where Interface is the network interface you want to add.

Creating an IP alias for a network interface

Through the ifconfig command, you can bind multiple network addresses to a
single network interface by defining an alias. This is a useful tool for such
activities as providing two different initial home pages through a Web server
application. To bind an alias to a network interface, run the command:

# ifconfig Interface Address [netmask Netmask] alias

For example, to bind the IP address of 10.1.2.3 to tr0 with a netmask of
255.255.255.0, run the command:

# ifconfig tr0 10.1.2.3 netmask 255.255.255.0 alias

Note: There will be no ODM record created of the alias by this command. You
will need to invoke the same command every time you reboot your system to
preserve the alias. If your system configuration has a local startup script
defined in the /etc/inittab file, this command should be included in that local
startup script.

When this alias is no longer required, you can remove it using the command:
# ifconfig tr0 10.1.2.3 netmask 255.255.255.0 delete

Note: If you do not specify which alias is to be removed from a network
interface, the system will default and remove the primary network address
from the interface. After this occurs, the first alias in the list of network
addresses for the interface will become the primary network address for the
interface. To remove all aliases from an interface, you must delete each alias
individually.
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Changing the MTU size of a network interface

When messages are transmitted through a network interface, they travel in
bundles of information called packets. These packets can vary in length from 60
bytes to 65535 bytes per packet. By default, a 16 Mb token-ring interface will
transmit packets that are 1492 bytes long, and Ethernet interfaces will transmit
packets that are 1500 bytes long. For AIX 5L systems, these packets are
governed by the maximum transmission unit (MTU) size variable.

Note: The minimum and maximum MTU sizes for specific interfaces may vary.
See “Automatic Configuration of Network Interfaces” in the AIX 5L Version 5.3
System Management Guide: Communications and Networks.

The MTU size is critical for proper network communications. Packets that are too
small in length may be lost during transmission. Packets that are too long in
length may collide with other packets that are being transmitted. These factors
can lead to slower transmission rates and other network problems as packets
must then be retransmitted.

To determine the MTU size for a network interface, run the command:

# l1sattr -E1 Interface

The output will look similar to the following:
# 1sattr -E1 en0

alias4 IPv4 Alias including Subnet Mask True
alias6b IPv6 Alias including Prefix Length True
arp on Address Resolution Protocol (ARP) True
authority Authorized Users True
broadcast Broadcast Address True
mtu 1500 Maximum IP Packet Size for This Device True
netaddr 9.3.5.195 Internet Address True
netaddr6 IPv6 Internet Address True
netmask 255.255.255.0 Subnet Mask True
prefixlen Prefix Length for IPv6 Internet Address True
remmtu 576 Maximum IP Packet Size for REMOTE Networks True
rfc1323 Enable/Disable TCP RFC 1323 Window Scaling True
security none Security Level True
state up Current Interface Status True
tcp_mssdflt Set TCP Maximum Segment Size True
tcp_nodelay Enable/Disable TCP_NODELAY Option True
tcp_recvspace Set Socket Buffer Space for Receiving True
tcp_sendspace Set Socket Buffer Space for Sending True
#

The ifconfig command can adjust the MTU size for a network interface. To
change the MTU size, run the command:
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# ifconfig Interface mtu Value

For example, to change the MTU size of tr1 to 2000 bytes in length, run the
command:

# ifconfig en0 mtu 2000

Note: The MTU size cannot be changed while the interface is in use. All
systems that are on the same local area network (LAN) must have the same
MTU size, so all systems must change MTU size simultaneously to prevent
problems.

| 5.6 The ntp.conf file

The ntp.conf file controls how the Network Time Protocol (NTP) daemon xntpd
operates and behaves.

In the ntp.conf file, comments begin with a # character and extend to the end of
the line. Blank lines are ignored. Options consist of an initial keyword followed by
a list of arguments, which may be optional, separated by whitespace. These
options may not be continued over multiple lines. Arguments may be host names,
host addresses written in numeric (dotted decimal) form, integers, floating point
numbers (when specifying times in seconds) and text strings.

A detailed description of the available options and their functionality can be found
in the AIX 5L Version 5.3 Files Reference, System File that is part of the AIX 5L
Version 5.3 product documentation.

5.7 Network security

Network security is a prevalent issue for system administrators. There is a great
need for secure connections, trusted networks, and other ways of
communications that do not allow for unauthorized system access. This section
briefly describes some of the more common ways you can prevent unauthorized
access to your systems over the networks.

5.7.1 Trusted and non-trusted processes

A trusted program, or trusted process, is a shell script, a daemon, or a program
that meets a particular standard of security. These security standards are set and
maintained by the U.S. Department of Defense, which also certifies some trusted
programs.
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TCP/IP contains several trusted daemons and many non-trusted daemons. The
trusted daemons have been tested to ensure that they operate within particular
security standards, such as granting users a particular level of access and only
permitting users to perform certain tasks.

Examples of trusted daemons are:

» ftpd

» rexecd

» telnetd

The trusted types of daemons require verification and authentication of the user
wishing to communicate with the server. Typically, this is done through the use of
a login and password.

Examples of non-trusted daemons are:

» rshd

» rlogind

» tftpd

The non-trusted types of daemons do not always require verification or
authentication of the user wishing to communicate with the server. A login and

password is not necessarily required for the use of these types of daemons.
Caution should be used in enabling these processes to run on your system.

5.7.2 Network configuration files

There are many different configuration files used for network support. This
section briefly describes some of the more important files you will encounter and
modify while performing network support.

Note: All files in this section should have permissions of 600 and should be
owned by root whenever possible. These files often contain sensitive
information, and unauthorized modification of these files can lead to security
exposures and risks. Most of these files will not function properly unless their
permissions are set to 600.
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$SHOME/.netrc

The $HOME/.netrc file contains information used by the automatic login feature
of the rexec and ftp commands. It is a hidden file in a user's home directory and
must be owned either by the user executing the command or by the root user. If
the .netrc file contains a login password, the file's permissions must be set to 600
(read and write by owner only). The login password is in plain text. Even with
permissions set to 600, passwords for remote systems are vulnerable to being
revealed to any user with root authority.

Entries in the $HOME!/.netrc file are stored in the following format (separated by
spaces, tabs, or new lines):

machine HostName The HostName variable is the name of a remote host.
This entry begins the definition of the automatic login
process for the specified host. All following entries up to
the next machine entry or the end of the file apply to that
host.

login UserName The UserName variable is the full domain user name for
use at the remote host. If this entry is found, the automatic
login process initiates a login using the specified name. If
this entry is missing, the automatic login process is
unsuccessful.

password Password The Password variable is the login password to be used.
The automatic login process supplies this password to the
remote server. A login password must be established at
the remote host, and that password must be entered in
the .netrc file. Otherwise, the automatic login process is
unsuccessful, and the user is prompted for the login
password.

account Password The Password variable is the account password to be
used. If this entry is found, and an account password is
required at the remote host, the automatic login process
supplies the password to the remote server. If the remote
host requires an account password, but this entry is
missing, the automatic login process prompts for the
account password.

macdef MacroName The MacroName variable is the name of an FTP
subcommand macro. The macro is defined to contain all
of the following FTP subcommands up to the next blank
line or the end of the file. If the macro is named init, the
ftp command executes the macro upon successful
completion of the automatic login process. The rexec
command does not recognize a macdef entry.
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A sample $HOME/.netrc file is shown Figure 5-14.

$ cat .netrc

machine service.software.ibm.com login anonymous password pw0rd@ macdef init

bin

led /ptf/

site exec lfixdist "devices.buc.00004001.rte.4.3.1.1:0:0:202615808:125:TBM:fixdi
stm:0:usrname@hostname”

get /aix/fTixes/vd4/os/bos.bdbit.4.3.1.4.bff bos.b4bit.4.3.1.4.bfF

get /faix/fixes/vd/os/bos.bdbit.4.3.1.4.info bos.64bit.4.3.1.4.info

quit

L |

Figure 5-14 A sample .netrc file

$HOME/.forward

When mail is sent to a local user, the sendmail command checks for the
$HOME!/.forward file for that user. The $HOME/.forward file can contain one or
more addresses or aliases. Any messages are then sent to the addresses or
aliases in the $HOME/.forward file.

/etc/hosts.equiv and $HOME/.rhosts

The /etc/hosts.equiv file, along with any local $SHOME/.rhosts files, defines the
hosts (computers on a network) and user accounts that can invoke remote
commands on a local host without supplying a password. A user or host that is
not required to supply a password is considered trusted, though the daemons
that initiate the connections may be non-trusted in nature (for example, rlogind).

When a local host receives a remote command request, the appropriate local
daemon first checks the /etc/hosts.equiv file to determine if the request originates
with a trusted user or host. For example, if the local host receives a remote login
request, the rlogind daemon checks for the existence of a hosts.equiv file on the
local host. If the file exists, but does not define the host or user, the system
checks the appropriate $HOME/.rhosts file. This file is similar to the
/etc/hosts.equiv file, except that it is maintained for individual users.

Note: If a remote command request is made by the root user, the
/etc/hosts.equiv file is ignored and only the /.rhosts file is read.

Both files, /etc/hosts.equiv and SHOME/.rhosts, must have permissions denying
write access to group and other (600). If either group or other have write access
to a file, that file will be ignored. Do not give write permission to the
/etc/hosts.equiv file to group and others, as this can lead to security
vulnerabilities and undesired user access to the local host.
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The format of the /etc/hosts.equiv and $HOME/.rhosts files is as follows:
[+ | -1 HostName [ + | - ] UserName or @NetGroup

Note: Both /etc/hosts.equiv and SHOME/.rhosts are read top to bottom, so the
order of placing entries into these files can change the desired results. The
deny, or - (minus sign), statements must precede the accept, or + (plus sign),
statements in the lists.

For example, to allow all the users on the hosts toaster and machine to log in to
the local host, you would enter:

toaster
machine

To only allow the user bob to log in from the host machine, you would enter:

toaster
machine bob

To allow the user lester to log in from any host, you would enter:

toaster
machine bob
+ lester

To allow all users from the host tron to log in, while requesting users joel and
mike for a password to log in, you would enter:

toaster
machine bob
+ lester
tron -joel
tron -mike
tron

To deny all members of the forum netgroup from logging in automatically, you
would enter:

toaster
machine bob
+ lester
tron -joel
tron -mike
tron

- @forum
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Note: Netgroups is a feature of NIS that allows an administrator to easily
classify hosts and users into common groups. The use of netgroups is outside
the scope of this book. More information about netgroups can be found in the
AIX 5L Version 5.3 System Management Guide: Communications and
Networks that is part of the AIX 5L Version 5.3 product documentation.

5.8 Operations on a network adapter

The following sections discuss configuration methods on a network adapter.

5.8.1 Adding a network adapter

To add a network adapter to the system, perform the following steps:

1.

ok~ 0N

Note: You should perform this procedure during a system maintenance
window, as this procedure will require the shutdown of the system and may
interfere with the work of users on the system.

Examine what network adapters and interfaces are already on the system by
running the following commands:

# 1scfg |grep -i adapter

+ mg20 20-58 GXT130P Graphics Adapter

+ fda0 01-D1 Standard I/0 Diskette Adapter

* siokma0 01-K1 Keyboard/Mouse Adapter

+ siokal 01-K1-00 Keyboard Adapter

+ sioma0 01-K1-01 Mouse Adapter

+ ppal 01-R1 Standard I/0 Parallel Port Adapter
+ ent0 10-80 IBM PCI Ethernet Adapter (22100020)

# 1sdev -Cc if

en0 Defined 10-80 Standard Ethernet Network Interface
et0 Defined 10-80 IEEE 802.3 Ethernet Network Interface
100 Available Loopback Network Interface

Shut down and power off the system (for systems without hot plug cards).
Physically install the new network adapter.
Power on the system in normal mode.

When the system is fully up, run the cfgmgr command. This will automatically
detect the network adapter and add network interfaces for the adapter.
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Note: After running cfgmgr, you may receive an error message as in the
following example:

# cfgmgr

cfgmgr: 0514-621 WARNING: The following device packages are required for
device support but are not currently installed.

devices.pci.ethernet:devices.pci.14100401:devices.pci.ael20100:devices.pc

i.pciclass.020000

If a message such as this appears, you will need to install the additional
filesets listed to enable the network adapter on the system.

6. Run the following commands to confirm the network adapter has been
properly added to the system:

# 1scfg |grep -i adapter

+ mg20 20-58 GXT130P Graphics Adapter

+ entl 20-60 Gigabit Ethernet-SX PCI Adapter

+ fda0 01-D1 Standard I/0 Diskette Adapter

* siokma0 01-K1 Keyboard/Mouse Adapter

+ siokal 01-K1-00 Keyboard Adapter

+ sioma0 01-K1-01 Mouse Adapter

+ ppa0l 01-R1 Standard I/0 Parallel Port Adapter
+ ent0 10-80 IBM PCI Ethernet Adapter (22100020)
# T1sdev -Cc if

en0 Defined 10-80 Standard Ethernet Network Interface
enl Defined 20-60 Standard Ethernet Network Interface
et0 Defined 10-80 IEEE 802.3 Ethernet Network Interface
etl Defined 20-60 IEEE 802.3 Ethernet Network Interface
100 Available Loopback Network Interface

tr0 Available 10-68 Token Ring Network Interface

5.8.2 Removing a network adapter

To remove a network adapter from the system, use the ifconfig command to
remove the network adapter and interface definitions from the system prior to
physically removing the network adapter. The ifconfig command allows you to
perform configurations and modifications directly to network interfaces.

To remove a network adapter, perform the following steps:
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Note: Before performing this procedure, make sure that no applications or
processes still use the network adapter or network interfaces associated with
the network adapter you intend to remove. This can potentially cause system
problems if the applications and processes on the system attempt to use
network adapters or interfaces that are no longer present on the system.

You should perform this procedure during a system maintenance window, as
this procedure may require the shutdown of the system and may interfere with
the work of users on the system.

1. Deactivate (down) all network interface definitions for the network adapter by
running the command:

# ifconfig Interface down

This step is technically not required, but is a good fail-safe to ensure that no
applications or processes are using the specified network interfaces.

2. Remove (detach) all network interface definitions from the network interface
list by running the command:

# ifconfig Interface detach

This step will remove all attributes associated with the network interface from
the system, including attributes like IP address and MTU size.

3. Delete the network interface definitions from the system by running the
command:

# rmdev -1 Interface -d

4. Delete the network adapter definition from the system by running the
command:

# rmdev -1 Adapter -d
5. Shut down and power off the system (on non hot plug machines).
6. Physically remove the network adapter.
7. Power on the system.

Note: If you do not physically remove the network adapter before powering on
the system, the cfgmgr program will detect the network adapter during the
system boot, unless it is an ISA adapter, and redefine the device in the
Customized Devices object database.
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5.8.3 Adapter and interface configuration problems

Network adapters that are properly added to your system may have difficulty
communicating to other systems or networks, although all the hardware appears
to be functioning correctly. These problems can be caused by incorrect adapter
and interface configuration.

Media speed configuration problems

Ethernet adapters communicate at a certain rate of data throughput called media
speed. For most Ethernet adapters, communication is done at either a 10 or 100
Mbps ring speed in one of two modes: full duplex or half duplex.

An incorrect media speed will prevent the system from communicating with other
systems or networks. Some symptoms of a problem due to incorrect media
speed may include:

» Connection time-outs (telnet)
» No packet transmission or response (ping)
» Unusual pauses and hangs when initializing communication daemons (inetd)

To correct media speed problems, perform the following steps:
1. Obtain the proper media speed from your network administrator.

2. Remove (detach) all network interfaces for the network adapter by running the
command:

# ifconfig Interface detach

Note: Removing all network interfaces by using the detach parameter will
remove all configuration for the network interfaces, including IP addresses
and MTU size definitions. You should keep a copy of all necessary
configuration for the network interfaces for reconfiguration after the ring or
media speed is changed.

3. To change the media speed for an Ethernet adapter, run the command smi tty
chgenet. You will see a submenu similar to the one shown in Figure 5-15.
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Ethernet Adapter

Move cursor to desired item and press Enter. Use arrow keys to scroll.

entl Available 08-09 2-Port 10/100/1000 Base-TX PCI-X Adapter (1410890

ent0 Available 08-08 2-Port 10/100/1000 Base-TX PCI-X Adapter (1410890
ent? fivailable 0A-08 10/100/1000 Base-TX PCI-X Adapter (14106902)

F1=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
/=Find n=Find Next

Figure 5-15 Ethernet Adapter submenu

Use the arrow keys to select the adapter you want, and press Enter.
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4. On Figure 5-16, you will see a menu similar to the one shown in next window:

Change / Show Characteristics of an Ethernet Adapter

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

[TOP] [Entry Fields]
Ethernet Adapter entl
Description 2-Port 10/100/1000 Ba>
Status fivailable
Location 08-09
(o241 ”
TX descriptor queue size [5121 i
Softuware transmit queue size [81921 +#
Transmit jumbo frames no +
Enable hardware TX TCP resegmentation yes +
Enable hardware transmit and receive checksum yes +
Media speed Aluto_Negotiation +
Enable ALTERNATE ETHERNET address no +
ALTERNATE ETHERNET address L0x000000000000] +

CMORE...21

F1=Help F2=Refresh F3=Cancel F4=List

F5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do

Figure 5-16 Change/Show Characteristics of an Ethernet Adapter menu

Use the arrow keys to select the Media Speed field, and press F4.
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5. A submenu will pop-up, providing the ring speed options, similar to the one
shown in Figure 5-17:

Change / Show Characteristics of an Ethernet Adapter

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

Ethernet Adapter entl
Description IBM 10/100 Mbps Ethern>
Status fivailable
Media Speed +#
+it
Move cursor to desired item and press Enter. +i
+
v
10_Full_Duplex +
100_Half_Duplex +
100_Full_Duplex +
fluto_Negotiation
F1=Help F2=Refresh F3=Cancel
F1| F8=Image F10=Exit Enter=Do
F5( /7=Find n=Find Next

F9

Figure 5-17 Media Speed submenu

Select the media speed you want, and press Enter. Press Enter again to change
the media speed for the Ethernet adapter.

Cable type configuration problems

Ethernet adapters can use several different types of cable connections, such as
bnc, dix or tp. If the cable type is set incorrectly, the system may not be able to
communicate properly.

To set the cable type, run smitty tcpip and, Minimum Configuration & Startup
select the Ethernet interface you want to change.
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Move cursor to desired item and press Enter.

List All Network Interfaces
Add a Network Interface

Remove a Metwork Interface

Network Interface Selection

Chanpe / Show Characteristics of a Network Interface

Move cursor to desired item and press Enter.

F1=Help F2=Refresh
F8=Image F10=Exit
F1| /=Find n=Find Next

Available Metwork Interfaces

enl 08-08 Standard Ethernet Network Interface]
enl 08-09 Standard Ethernet Metwork Interface
en? 0A-08 Standard Ethernet Network Interface
etd 08-08 IEEE 802.3 Ethernet Metwork Interface
etl 08-09 IEEE 802.3 Ethernet MNetwork Interface
et2 0A-08 IEEE 802.3 Ethernet MNetwork Interface

F3=Cancel
Enter=Do

F9

Figure 5-18 Further Configuration menu for CABLE type

Scroll down using the arrow keys to the Your CABLE Type field and press F4. A
submenu similar to the one shown in Figure 5-19, will pop-up.

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

Minimum Configuration & Startup

To Delete existing configuration data, please use Further Configuration menus

[HORE...21] [Entry Fields]
Network MASK (dotted decimal) L1
% Network INTERFACE enl
Your CABLE Type
Move cursor to desired item and press Enter.
'
dix +
tp +
N/f +
[B
F1=Help F2=Refresh F3=Cancel
F1| F8=Image F10=Exit Enter=Do
F5| /=Find n=Find Next
F9

Figure 5-19 Your CABLE Type submenu
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Use the arrow keys to select your cable type, and press Enter. Press Enter again
to change the cable type for the Ethernet definition.

5.9 Virtual Ethernet

Virtual Ethernet enables inter-partition communication without the need for
physical network adapters assigned to each partition. Virtual Ethernet allows the
administrator to define in-memory connections between partitions handled at
system level (POWER Hypervisor and operating systems interaction). These
connections exhibit characteristics similar to physical high-bandwidth Ethernet
connections and support the industry standard protocols (such as IPv4, IPv6,
ICMP, or ARP).

The POWER Hypervisor is a layer of system firmware that supports virtualization
technologies, logical partitioning, and dynamic resource movement across
multiple operating system environments, including AIX 5L, Linux, and i5/OS®.
With support for dynamic resource movement across multiple environments, you
can move processors, memory, and I/O between partitions on the system as you
move workloads among the environments.

The POWER Hypervisor supports many advanced functions, including sharing of
processors, virtual 1/0O, high-speed communications between partitions using
Virtual LAN, and concurrent maintenance. It also enforces partition security and
can provide virtual LAN channels between physical partitions, reducing the need
for physical Ethernet adapters and releasing I/O adapter slots.

Virtual Ethernet requires an IBM System p5™ or IBM @server pSeries with
either AIX 5L Version 5.3 or the appropriate level of Linux and a Hardware
Management Console (HMC) or Integrated Virtualization Manager (IVM) to
define the virtual Ethernet devices. Virtual Ethernet does not require the
purchase of any additional features or software such as the Advanced POWER
Virtualization feature, which is needed for shared Ethernet adapters and Virtual
I/O Servers.

IBM @server p5 and IBM eServer™ i5 support inter-LPAR communication using
virtual networking. Virtual Ethernet adapters are connected to an IEEE 802.1q
(VLAN)-style virtual Ethernet switch. Using this switch function, logical partitions
can communicate with each other by using virtual Ethernet adapters and
assigning VIDs (VLAN ID) that enable them to share a common logical network.
The virtual Ethernet adapters are created and the VID assignments are done
using the Hardware Management Console (HMC). The system transmits packets
by copying the packet directly from the memory of the sender partition to the
receive buffers of the receiver partition without any intermediate buffering of the
packet.
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For AIX 5L, a virtual Ethernet adapter is not much different from a real Ethernet
adapter. It can be used:

» To configure an Ethernet interface with an IP address onto it,
» To configure VLAN adapters (one per VID) onto i,
» As a member of a Network Interface Backup adapter.

But it cannot be used for EtherChannel or Link Aggregation.

# 1sdev -Cc adapter

ent0 Available 08-08 2-Port 10/100/1000 Base-TX PCI-X Adapter (14108902)
entl Available 08-09 2-Port 10/100/1000 Base-TX PCI-X Adapter (14108902)
ent2 Available 0A-08 10/100/1000 Base-TX PCI-X Adapter (14106902)

ide0 Available 03-08 ATA/IDE Controller Device

1ai0 Available 07-00 GXT135P Graphics Adapter

sisioa0 Available 05-08 PCI-X Dual Channel U320 SCSI RAID Adapter

sisioal Available 09-08 PCI-X Dual Channel U320 SCSI RAID Adapter

usbhc0 Available 02-08 USB Host Controller (33103500)

usbhcl Available 02-09 USB Host Controller (33103500)

vsa0 Available LPAR Virtual Serial Adapter

vsal Available LPAR Virtual Serial Adapter

| 5.10 Paging space

To accommodate a large virtual memory space with a limited real memory space,
the system uses real memory as a work space and keeps inactive data and
programs on disk. The area of the disk that contains this data is called the
system paging space. This chapter discusses the management of system paging
space related functions.

5.10.1 Paging space overview

A page is a unit of virtual memory that holds 4 KB of data and can be transferred
between real and auxiliary storage.

A paging space, also called a swap space, is a logical volume with the attribute
type equal to paging. This type of logical volume is referred to as a paging space
logical volume or simply paging space. When the amount of free real memory in
the system is low, programs or data that have not been used recently are moved
from real memory to paging space to release real memory for other activities.

The installation creates a default paging logical volume (hd6) on drive hdiskO,
also referred as primary paging space.
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The default paging space size is determined during the system customizing
phase of AIX 5L installation according to the following characteristics:

» Paging space can use no less than 64 MB.
» If real memory is less than 256 MB, paging space is two times real memory.
» If real memory is greater than or equal to 256 MB, paging space is 512 MB.

Following sections describe how to determine low paging space and some tips
on the sizing of new paging spaces.

5.10.2 Low paging space

If any of the following messages appear on the console or in response to a
command on any terminal, it indicates a low paging space:

"INIT: Paging space is Tow"

"ksh: cannot fork no swap space"

"Not enough memory"

"Fork function failed"

"fork () system call failed"

"Unable to fork, too many processes"

"Fork failure - not enough memory available"

"Fork function not allowed. Not enough memory available."
"Cannot fork: Not enough space"

5.10.3 Paging space tips
The following tips, in general, will help in creating or increasing the paging space:

» Do not allocate more than one paging space logical volume on a physical
volume. All processes started during the boot process are allocated paging
space on the default paging space logical volume (hd6). After the additional
paging space logical volumes are activated, paging space is allocated in a
round robin manner in 4 KB blocks. If you have paging space on multiple
physical volumes and have more than one paging space on one physical
volume, you are no longer spreading paging activity over multiple physical
volumes.

» Avoid putting a paging space logical volume on a heavily active logical
volume, for example, a volume that is being used by a database. It is not
necessary to put a paging space logical volume on each physical volume.

» Make each paging space logical volume equal in size. If you have paging
spaces of different sizes, and the smaller ones become full, you will no longer
be spreading your paging activity across all of the physical volumes.

» Do not extend a paging space logical volume onto multiple physical volumes.
If a paging space logical volume is spread over multiple physical volumes, you
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will not be spreading paging activity across all the physical volumes. If you
want to allocate space for paging on a physical volume that does not already
have a paging space logical volume, create a new paging space logical
volume on that physical volume.

» For the best performance on a system having multiple disk controllers,
allocate paging space logical volumes on physical volumes that are each
attached to a different disk controller.

» The default paging space may be altered while in maintenance mode.

5.10.4 Managing paging space

The AIX 5L installation defaults to a paging logical volume (hd6) on the first hard
disk in rootvg, that contains part or all of the busy / (root) and /usr file systems.

Displaying paging space usage
To display the usage of the paging space, you issue the 1sps command with the
-a parameter. The following example shows a 1% usage of the paging space.

# 1sps -a
Page Space Physical Volume Volume Group Size %Used Active Auto Type
hdé hdisk0 rootvg 512MB 1 yes yes Tv

#

Increasing paging space
You can use the chps -s command to dynamically increase the size of a paging
space, including hdeé.

For example, if you want to increase the size of hd6 with 3 LP, you issue the
following command:

# chps -s 3 hd6
#

Reducing paging space

You can use the chps -d command to dynamically reduce the size of a paging
space, including hd6. If you decrease the primary paging space, a temporary
boot image and a temporary /sbin/rc.boot pointing to a temporary primary paging
space will be created to make sure the system is always in a state where it can
be safely rebooted.

Note: The chps -d command will prevent you from decreasing the size of hd6
below 32 MB or actually deleting it.
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For example, if you want to decrease the size of hd6é with 1 LP, you issue the
following command:

# chps -d 1 hd6

shrinkps: Temporary paging space paging00 created.
shrinkps: Dump device moved to temporary paging space.
shrinkps: Paging space hd6 removed.

shrinkps: Paging space hd6 recreated with new size.

#

Moving the hd6 paging space to another volume group

Moving a paging space with the name hd6 from rootvg to another volume group
is not recommended, because the name is hard-coded in several places.

Only the paging spaces in rootvg will be active during the second phase of the
boot process, and having no paging space in rootvg could severely affect system
boot performance. If you want the majority of paging space on other volume
groups, it is better to make hd6 as small as possible (the same size as physical
memory) and then create larger paging spaces on other volume groups.

Moving a paging space within the same VG
Moving a paging space (including hd6) from the default location to a different disk
within the same volume group does not require system reboot.

The following example shows the command used to move the default (hd6)
paging space from hdiskO to hdisk1:

# migratepv -1 hd6 hdiskO hdiskl
#

This may take a few minutes, depending upon the size of paging space.
Removing paging space (not hd6)
To remove a paging space, you have to deactivate the paging space.

You can use the swapoff command, which deactivates paging spaces without
requiring a reboot.

The swapoff command syntax is as follows:

# swapoff DeviceName { DeviceName ... }

Use the command swapoff /dev/paging03 to deactivate paging space paging03.
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Note: It is necessary to move all pages in use on the paging space being
deactivated to other paging spaces, so there must be enough space available
in the other active paging spaces.

After the swapoff of paging03, you issue the rmps command as follows:

# rmps paging03
rmlv: Logical volume paging03 is removed.
#

5.11 Device configurations

The following sections discuss how to manage device configurations

5.11.1 Determining the existing device configuration

To determine a specific subset of the configuration of your system, you can use
the following commands:

1scfg Displays configuration, diagnostic, and vital product data (VPD)
information about the system.

1sdev Displays devices in the system and their characteristics.

1sattr Displays attribute characteristics and possible values of attributes for
devices in the system.

There are also device-specific and class-specific commands that you can use to
obtain detailed information about your system, for example bindprocessor,
ifconfig, 1spv, and 1s1pp.

Using the Iscfg command

You can use the 1scfg command to display summary or detailed data about
devices. If you run the 1scfg command without any flags, it displays the name,
location, and description of each device found in the current Customized VPD
object class that is a child device of the sys0 object. Information on a specific
device can be displayed with the -I flag.

You can also use the 1scfg command to display vital product data (VPD), such
as part numbers, serial numbers, and engineering change levels from either the
Customized VPD object class or platform specific areas. Not all devices contain
VPD data.

The general command syntax of the 1scfg command is as follows:
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Iscfg [-v] [-p] [ -s] [ -1 Name ]

Some of the most commonly used flags with the 1scfg command are given in
Table 5-4.

Table 5-4 Commonly used flags for the Iscfg command

Flag Description
-| Name Displays device information for the named device.
-p Displays the platform-specific device information. This flag only

applies to AIX Version 4.2.1 or later.

-v Displays the VPD found in the Customized VPD object class. Also, on
AlX Version 4.2.1 or later, displays platform specific VPD when used
with the -p flag.

The following examples show the usage of 1scfg:
» To display the VPD for about rmt0, execute:

# 1scfg -v -p -1 rmt0
rmt0 U787B.001.DNW108F-P1-T14-L0-LO LVD SCSI Tape Drive (80000 MB)

Manufacturer................ IBM

Machine Type and Model...... VXA-2

Device Specific.(Z1)........ 2107

Serial Number............... 20173584

Device Specific.(LI)........ A170029C

Part Number..........cocu... 19P4897

FRU Number.................. 19P4898

EC Level.veeeininninnennnnnn H28141

Device Specific.(Z0)........ 0180020283000130
Device Specific.(Z3)........ L1

PLATFORM SPECIFIC

Name: st
Node: st
Device Type: byte

» To obtain the physical location and firmware version of eth0, execute:

# 1scfg -v -p -1 ent2
ent2 U787B.001.DNW108F-P1-C1-T1 10/100/1000 Base-TX PCI-X
Adapter (14106902)

10/100/1000 Base-TX PCI-X Adapter:

Part Number..........cocu... 00P6130
FRU Number......ccevvivvnnnnn 00P6130
EC Level.veriininrinennnnns H12818
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Manufacture ID.............. YL1021

Network Address............. 000255D3DD00

ROM Level.(alterable)....... GOL021

Device Specific.(YL)........ U787B.001.DNW108F-P1-C1-T1

PLATFORM SPECIFIC

Name: ethernet

Node: ethernet@l

Device Type: network

Physical Location: U787B.001.DNW108F-P1-C1-T1

The location is in slot C1 and the ROM level is at version GOL021.

In <<<Section *.J>>>, you can find more information about 1scfg.

Using the Isdev command

You can use the 1sdev command to display information about devices in the
device configuration database. You can use this command to display information
from either the Customized Devices object class in ODM using the -C flag or the
Predefined Devices object class in ODM using the -P flag.

The general command syntax of the 1sdev command is as follows:

Isdev [ -C J[ -c Class ] [ -s Subclass ] [ -t Type 1 [ -f File ]

[ -F Format | -r ColumnName ] [ -h]1 [ -H] [ -1 Name ] [ -S State ]
[ -p Parent ]

1sdev -P [-c Class ] [ -s Subclass ]
[ -F Format | -r ColumnName ] [ -h

[ -t Type 1 [ -f File ]
1[-H1

-H

Some of the most commonly used flags with the 1sdev command are given in
Table 5-5.

Table 5-5 Commonly used flags for the Isdev command

Flag Description

-C Lists information about a device that is in the Customized Devices
object class. The default information displayed is name, status,
location, and description. This flag cannot be used with the -P flag.

-c Class Specifies a device class name. This flag can be used to restrict output
to devices in a specified class.

-H Displays headers above the column output.
-h Displays the command usage message.
-P Lists information about a device that is in the Predefined Devices

object class. The default information displayed is class, type, subclass,

and description. This flag cannot be used with the -C, -I, or -S flags.
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Flag Description

-S State Lists all devices in a specified state as named by the State parameter.

The following examples show the usage of 1sdev:

» To show the disk drives on your system:

# 1sdev -C -c disk
hdisk0 Available 05-08-00-3,0 16 Bit LVD SCSI
hdiskl Available 05-08-00-4,0 16 Bit LVD SCSI
hdisk2 Available 05-08-00-5,0 16 Bit LVD SCSI
8-00-8,0 1
8-00-3,0 1

hdisk3 Available 05-0 6 Bit LVD SCSI
hdisk4 Available 09-0 6 Bit LVD SCSI

» To show the tape devices on your system:
# 1sdev -C -c tape

Disk Drive
Disk Drive
Disk Drive
Disk Drive
Disk Drive

rmt0 Available 09-08-00-0,0 LVD SCSI Tape Drive

» To show all the adapters on your system:
# 1sdev -C -c adapter

ent0 Available 08-08 2-Port 10/100/1000 Base-TX PCI-X Adapter (14108902)
entl Available 08-09 2-Port 10/100/1000 Base-TX PCI-X Adapter (14108902)

ent2 Available 0A-08 10/100/1000 Base-TX PCI-X Adapter (14106902)
ide0 Available 03-08 ATA/IDE Controller Device

1ai0 Available 07-00 GXT135P Graphics Adapter

sisioa0 Available 05-08 PCI-X Dual Channel U320 SCSI RAID Adapter
sisioal Available 09-08 PCI-X Dual Channel U320 SCSI RAID Adapter
usbhcO Available 02-08 USB Host Controller (33103500)

usbhcl Available 02-09 USB Host Controller (33103500)

vsal Available LPAR Virtual Serial Adapter

vsal Available LPAR Virtual Serial Adapter

Using the Isattr command

You can use the 1sattr command to display information about the attributes of a

given device or kind of device. If you do not specify the device’s logical name

(-I Name), you must use a combination of one or all of the -c Class, -s Subclass,
and -t Type flags to uniquely identify the predefined device. The general syntax of

the 1sattr command is as follows:

lsattr { -D[ -0] | -E[ -0] | -F Format [ -7 Character] } -1 Name [ -a

Attribute ] ... [ -f File]1 [ -h 1 [ -H ]

Isattr { -D [ -0 1 | -F Format [ -Z Character ] } { [ -c Class ] [ -s Subclass
1[-tTywel} [ -aAtribute] ... [ -f File]l] [ -h] [ -H]
1sattr -R { -1 Name | [ -c Class ] [ -s Subclass ] [ -t Type 1 } -a Attribute

[ -fFilel][-h]T[-H]
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The flags commonly used with the 1sattr command are given in Table 5-6.

Table 5-6 Commonly used flags for the Isattr command

Flag Description

-D Displays the attribute names, default values, descriptions, and user-set
flag values for a specific device when not used with the -O flag. The -D
flag displays only the attribute name and default value in colon format
when used with the -O flag.

-E Displays the attribute names, current values, descriptions, and
user-settable flag values for a specific device when not used with the -O
flag. The -E flag only displays the attribute name and current value in
colon format when used with the -O flag. This flag cannot be used with the
-c, -D, -F, -R, -s, or -t flags.

-F Format | Displays the output in a user-specified format.

-a Displays information for the specified attributes of a specific device or kind

Attribute of device.

-c Class Specifies a device class name. This flag cannot be used with the -E or -|
flags.

-f File Reads the needed flags from the File parameter.

-H Displays headers above the column output. To use the -H flag with either

the -O or the -R flags is meaningless; the -O or -R flag prevails.

-| Name Specifies the device logical name in the Customized Devices object class
whose attribute names or values are to be displayed.

-0 Displays all attribute names separated by colons and, on the second line,
displays all the corresponding attribute values separated by colons.

-R Displays the legal values for an attribute name. The -R flag cannot be
used with the -D, -E, -F, and -O flags, but can be used with any
combination of the -c, -s, and -t flags that uniquely identifies a device from
the Predefined Devices object class or with the -I flag. The -R flag displays
the list attribute values in a vertical column as follows:

Value1
Value2
ValueN

The -R flag displays the range attribute values as x...n(+i) where x is the
start of the range, nis the end of the range, and i is the increment.
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Flag Description

-S Specifies a device subclass name. This flag can be used to restrict the
Subclass output to devices for a specified subclass. This flag cannot be used with
the -E or -l flags.

-t Type Specifies a device type name. This flag can be used to restrict the output
to that of devices of a specified class. This flag cannot be used with the
-E or -l flag.

When displaying the effective values of the attributes for a customized device, the
information is obtained from the Configuration Database, not the device.
Generally, the database values reflect how the device is configured unless it is
reconfigured with the chdev command using the -P or -T flag. If this has occurred,
the information displayed by the 1sattr command might not correctly indicate the
current device configuration until after the next system boot.

If you use the -D or -E flags, the output defaults to the values for the attribute's
name, value, description, and user-settable strings unless also used with the -O
flag. The -O flag displays the names of all attributes specified separated by
colons. On the next ling, the -O flag displays all the corresponding attribute
values separated by colons. The -H flag can be used with either the -D, -E, or -F
flags to display headers above the column names. You can define the format of
the output with a user-specified format where the format parameter is a quoted
list of column names separated by non-alphanumeric characters or white space
using the -F Format flag.

The following examples show the usage of 1sattr:
» To learn more about a particular processor, use the following 1sattr

command:
# 1sattr -E1 procO
frequency 1654344000 Processor Speed False
smt_enabled true Processor SMT enabled False
smt_threads 2 Processor SMT threads False
state enable Processor state False
type PowerPC_POWER5 Processor type False

» To obtain how much memory is installed, use the following command:

# 1sattr -E1 sys0 | grep realmem
realmem 3883008 Amount of usable physical memory in Kbytes false

» To obtain if ent2 supports jumbo frames transmission, use the following
command:

# 1sattr -EH1 ent0 -a jumbo_frames
attribute value description user_settable

jumbo_frames no Transmit jumbo frames True
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This example shows that ent2 supports jumbo frames but the option is
currently not enabled.

| » To obtain if device driver software for the 14100401 class of adapters (gigabit
Ethernet) is installed, use the 1s1pp command as follows:

# 1s1pp -1 | grep 14100401
devices.pci.14100401.diag 5.3.0.0
devices.pci.14100401.rte 5.3.0.0 COMMITTED Gigabit Ethernet-SX PCI
devices.pci.14100401.rte 5.3.0.0

COMMITTED Gigabit Ethernet-SX PCI

COMMITTED Gigabit Ethernet-SX PCI

| 5.11.2 Remove a device configuration

To unload an existing device from the system, you have two possibilities: either
change the state from AVAILABLE to DEFINED or permanently delete all entries
from the ODM. The command rmdev executes this task. The general syntax of
rmdev is as follows:

rmdev { -1 | -p } Name [ -d | -S1 [ -fFile] [-h]1[-q]1[-R]

The flags commonly used with the rmdev command are given in Table 5-7.

Table 5-7 Commonly used flags for the rmdev command

Flag

Description

-d

Removes the device definition from the Customized Devices object class.
This flag cannot be used with the -S flag.

-q

Suppresses the command output messages from standard output and
standard error

-f File

Reads the needed flags from the File parameter.

-I Name

Specifies the logical device, indicated by the Name parameter, in the
Customized Devices object class. This flag cannot be used with the -p
flag.

-p Name

Specifies the parent logical device (indicated by the Name parameter) in
the Customized Devices object class, with children that must be removed.
This flag may not be used with the -I flag.

Unconfigures the device and its children. When used with the -d or -S
flags, the children are undefined or stopped, respectively.

Makes the device unavailable by only calling the Stop method if the device
has a Stop method. This flag cannot be used with the -d flag.

-t Type

Specifies a device type name. This flag can be used to restrict the output
to that of devices of a specified class. This flag cannot be used with the
-E or -l flag.
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The following example shows the process to change the state:

# 1sdev -Cctape

rmt0 Available 09-08-00-0,0 LVD SCSI Tape Drive

# rmdev -1 rmt0

rmt0 Defined

# 1sdev -Cctape

rmt0 Defined 09-08-00-0,0 LVD SCSI Tape Drive

To unload the device configuration from the ODM, use the -d option:

# rmdev -d1 rmtO

rmt0 deleted

# 1sdev -Cctape

#

Result: rmt0 is completely removed. To redetect the device, use the cfgmgr

command:

# cfgmgr

# 1sdev -Cctape

rmt0 Available 09-08-00-0,0 LVD SCSI Tape Drive

| 5.11.3 Modify an existing device configuration

To modify an existing device parameter, you can use the chdev command.

The general syntax of the chdev command is as follows:

chdev -1 Name [ -a Attribute=Value ... ] [ -f File] [ -h ] [ -p ParentName ]
[-P| -T1 [ -q] [ -w ConnectionLocation ]

The flags commonly used with the chdev command are given in Table 5-8.

| Table 5-8 Commonly used flags for the chdev command

Flag

Description

-a Attribute=Value

Specifies the device attribute-value pairs used for changing
specific attribute values. The Attribute=Value parameter can use
one attribute value pair or multiple attribute value pairs for one -a
flag. If you use an -a flag with multiple attribute value pairs, the
list of pairs must be enclosed in quotes with spaces between the
pairs. For example, entering -a Attribute=Value lists one attribute
value pair per flag, while entering -a 'Attribute 1=Value 1
Attribute2=ValueZ2 lists more than one attribute value pair.

-f File

Reads the needed flags from the File parameter.

-I Name

Specifies the device logical name in the Customized Devices
object class whose characteristics are to be changed.
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Flag Description

-p ParentName Specifies the new device logical name of the parent device in the
Customized Devices object class. Use this flag only when
changing the parent of the device. Not all devices support the -p
flag.

-P Changes the device's characteristics permanently in the
Customized Devices object class without actually changing the
device. This is useful for devices that cannot be made
unavailable and cannot be changed while in the available state.
The change is made to the database, and the changes are
applied to the device when the system is rebooted. This flag
cannot be used with the -T flag. Not all devices support the -P
flag.

-T Changes the characteristics of the device temporarily without
changing the Customized Devices object class for the current
start of the system. This flag cannot be used with the -P flag. Not
all devices support the -T flag.

-w Specifies the new connection location of the device on the
ConnectionLocation | parent. Use this flag only when changing the connection location

of the device. Not all devices support the -w flag.

The device logical name is specified with the - Name flag. The device can be in
the Defined, Stopped, or Available state. Some changes may not be allowed
when the device is in the Available state. When changing the device
characteristics, you can supply the flags either on the command line or in a file
specified with the -f File flag.

When neither the -P nor the -T flags are specified, the chdev command applies
the changes to the device and updates the database to reflect the changes. If the
-P flag is specified, only the database is updated to reflect the changes, and the
device itself is left unchanged. This is useful in cases where a device cannot be
changed because it is in use; in which case, the changes will be applied to the
device when the system is restarted. The -T flag is used to make a temporary
change in the device without the change being reflected in the database. It is
temporary in that the device will revert to the characteristics described in the
database when the system is restarted. Not all devices support the -P and -T
flags. If a device that is in the Defined state, changes are only applied to the
database.

Attention: To protect the configuration database, the chdev command is not
interruptible. Stopping this command before it is complete could result in a
corrupted database.
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To change the retention instructions of the rmt0 4 mm SCSI tape drive so that the
drive does not move the tape to the beginning, then to the end, and then back to
the beginning each time a tape is inserted or the drive is powered on, type the
following:

chdev -1 rmt0 -a ret=no

The system displays a message similar to the following:

rmt0 changed
To change one or more attributes of the tok0 token-ring adapter to preset values
as described in the changattr file, type the following:

chdev -1 tok0 -f changattr

The system displays a message similar to the following:
tok0 changed
To change the SCSI ID of the available scsi0 SCSI adapter that cannot be

changed made unavailable due to available disk drives connected to it, type the
following:

chdev -1 scsi0 -a id=6 -P
The system displays a message similar to the following:

scsi0 changed
To apply the change to the adapter, shutdown and restart the system.

To move the defined tty11 TTY device to port 0 on the sa5 serial adapter, type
the following:

chdev -1 ttyll -psa5 -w 0

The system displays a message similar to the following:

ttyll changed
To change the maximum number of processes allowed per user to 100, type the
following:

chdev -1 sysO -a maxuproc=100

The system displays a message similar to the following:

sys0 changed

To change a parameter of a device, use the 1sattr command to look up the
name of the attribute. The following example shows the output for a tape drive:

# 1sattr -E1T rmt0
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block_size 1024 BLOCK size (O=variable length) True
compress yes Use data COMPRESSION True
density set 1 129  DENSITY setting #1 True
density set 2 128 DENSITY setting #2 True
extfm no Use EXTENDED file marks True
mode yes  Use DEVICE BUFFERS during writes True
ret no RETENSION on tape change or reset True
ret_error no RETURN error on tape change or reset True
size_in_mb 80000 Size in Megabytes False

If you want to change the block size parameter, you use the following chdev
command:

# chdev -1 rmt0 -a block_size=512
rmt0 changed

To verify your applied setting, execute the 1sattr command again:
# 1sattr -E1 rmtO

block_size 512 BLOCK size (0O=variable length) True
compress yes Use data COMPRESSION True
density set_1 129  DENSITY setting #1 True
density set 2 128 DENSITY setting #2 True
extfm no Use EXTENDED file marks True
mode yes  Use DEVICE BUFFERS during writes True
ret no RETENSION on tape change or reset True
ret_error no RETURN error on tape change or reset True
size_in_mb 80000 Size in Megabytes False

5.11.4 SMIT fast paths for devices configuration

SMIT fast paths can be used to access the device configuration menus: smitty
devices is the same as smitty chdev and smitty rmdev.

For example, the example used in 5.11.3, “Modify an existing device
configuration” on page 197 executed with SMIT, looks as follows:

1. Start SMIT with the fast path chdev as seen in Figure 5-20.

200 IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3



Draft Document for Review February 27, 2006 9:30 pm 7199¢ch05.fm

Devices
Move cursor to desired item and press Enter.

LTOP]
Install/Configure Devices Added After IPL
Printer/Plotter
TTY
fisynchronous Adapters
PTY
Console
MPI0 Management
Fixed Disk
Disk Array
CD ROM Drive
Read/Mrite Optical Drive
Diskette Drive

Tape Drive

Communication

Graphic Displays
[MORE...16]
F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10-Exit Enter=Do

Figure 5-20 SMIT chdev example

2. Choose the Tape Drive menu, the following menu appears as shown in
Figure 5-21.

Tape Drive
Move cursor to desired item and press Enter.

List All Defined Tape Drives
List All Supported Tape Drives
Add a Tape Drive

Remove a Tape Drive

Configure a Defined Tape Drive
Generate Error Report

Trace a Tape Drive

F1=Help F2=Refresh F3=Cancel F8=Image
F9=Shell F10=Exit Enter=Do

Figure 5-21 SMIT Tape Drive menu
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3. Choose Change / Show Characteristics of a Tape Drive, a list with all
available tape drives on your system is shown. You can find an example in
Figure 5-22.

Tape Drive
Move cursor to desired item and press Enter.

List All Defined Tape Drives
List All Supported Tape Drives
Add a Tape Drive

Remove a Tape Drive

Configure a Defined Tape Drive
Generate Error Report

Trace a Tape Drive

Tape Drive

Move cursor to desired item and press Enter.

rmtQ Available 09-08-00-0,0 LYD SCSI Tape Drive|

F1=Help F2=Refresh F3=Cancel
F8=Image F10=Exit Enter=Do
F1| /=Find n=Find Next

F9

Figure 5-22 Sample Tape Drive selection window

4. Choose the tape drive for which you want to change the settings, in this
example: rmt0. In the following screen, change the BLOCK size parameter
from 1024 to 512 as described in Figure 5-23. Press Enter to confirm the
changes.

202 IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3



Draft Document for Review February 27, 2006 9:30 pm

7199¢ch05.fm

Type or select values in entry fields.

Press Enter AFTER making all desired changes.

Change / Show Characteristics of a Tape Drive

LTOP] [Entry Fields]
Tape Drive rmtQ
Tape Drive type secsd
Tape Drive interface scsi
Description L¥YD SCSI Tape Drive
Status fivailable
Location 09-08-00-0.0
Parent adapter scsi2
Connection address 0.0
BLOCK size (0=variable length) 1512 ] +#
Use DEVICE BUFFERS during writes yes +
RETURN error on tape change or reset no +
RETENSION on tape change or reset no +
DENSTITY setting #1 129 +
[HORE. . .31
F1=Help F2=Refresh F3=Cancel F4=List
F5-Reset F6=Command F7=Edit F8=Image
F9=Shell F10=Exit Enter=Do
Figure 5-23 SMIT characteristics change of a tape drive
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5. The result of the command is shown in Figure 5-24.

COMMAND STATUS
Command: [iJ stdout: yes stderr: no
Before command completion, additional instructions may appear below.

lgnt.0 changed
g

F1=Help F2=Refresh F3=Cancel F6=Command
F8=Image F9=Shell F10=Exit /=Find
n=Find Next

Figure 5-24 SMIT command status output for the chdev command

5.11.5 Special device configurations

The following example shows how device parameters can have an impact on the
output of 1sdev and 1scfg:

The machine in the given example is a p550, with two physical processors
installed. This can be confirmed by executing the following command:

# 1scfg | grep proc
+ procO Processor
+ proc2 Processor

You receive the same output with the 1sdev command:

# 1sdev -Cc processor
procO Available 00-00 Processor
proc2 Available 00-02 Processor

However, if you execute the bindprocessor command with the -q parameter,
which will query the available processors. The following result is obtained:

# bindprocessor -q
The available processors are: 012 3
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In the output of several other commands, the four processors appear, for
example with the sar command, an extract from the output is shown as follows:

# sar
AIX server2 3 5 00C478DE4C00 11/11/05
System configuration: lcpu=4

The output Icpu=4 is an indication what is going on. There is a difference
between the physical and the logical processors.

A sample output of the 1sattr command on procO shows the reason:
# 1sattr -E -1 proc0O

frequency 1654344000 Processor Speed False
smt_enabled true Processor SMT enabled False
smt_threads 2 Processor SMT threads False
state enable Processor state False
type PowerPC_POWER5 Processor type False

The parameter smt_threads indicates that for this procO, two simultaneous
threads can be handled.

To change the simultaneous multithreading settings of your server, you use the
smtct1l command.

Examples of the smtct1 command on the same system:

» To turn off simultaneous multithreading immediately, without rebooting, use
the following command:

# smtctl -m off -w now

smtctl: SMT is now disabled.

# bindprocessor -q

The available processors are: 01

» To turn on simultaneous multithreading after the next reboot, use the following
command:

# smtctl -m on -w boot

smtctl: SMT will be enabled on the next reboot.
Note that the boot image must be remade with the bosboot
command before the next reboot.

# bindprocessor -q

The available processors are: 01
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5.12 Reconfiguring a system from 32-bit to 64-bit kernel

AIX 5L Version 5.3 allows you to install a 64-bit kernel as well as the previously
available 32-bit kernel during installation. If your system has 64-bit processors,
the 64-bit kernel is automatically installed with the Base Operating System
(BOS). However, it is not mandatory to run the 64-bit kernel on a system with
64-bit processors. Some products and devices that can be used in systems with
64-bit processors do not support the 64-bit kernel yet. Unless your system
environment requires a 64-bit kernel chances are that you will not need to enable
it during installation.

To identify the type of system hardware you have, either 32-bit or 64-bit, execute
the bootinfo -y command. If the command returns a 32, you cannot use the
64-bit kernel.

Important: The AIX 5L operating system previously contained both a
uniprocessor 32-bit and a multiprocessor 32-bit kernel. Effective with AIX 5L
Version 5.3, the operating system supports only the multiprocessor kernel,
regardless of the number of physical processors.

If you want to enable 64-bit kernel after system installation, you will need to
instruct the system to use the 64-bit kernel information stored in the /usr/lib/boot
directory. There are two kernels available in the /usr/lib/boot directory:

unix_mp 32-bit kernel for multiprocessor systems

unix_64  64-bit kernel for 64-bit processor systems

The following example provides the commands to run to enable the 64-bit kernel
after system installation:

# 1n -sf /usr/Tib/boot/unix_64 /unix
# In -sf /usr/1ib/boot/unix64 /usr/1ib/boot/unix
# bosboot -ad /dev/ipldevice

bosboot: Boot image is 23137 512 byte blocks.
# shutdown -r

After the system has rebooted, it will be running the 64-bit kernel. To reactivate
the 32-bit kernel, follow the same procedure, substituting unix_mp for unix_64,
depending on your system type.

To verify your settings, execute the following command:

# 1s -al /unix
Trwxrwxrwx 1 root system 21 Nov 11 11:30 /unix -> /usr/lib/boot/unix_64

206 IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3



Draft Document for Review February 27, 2006 9:30 pm 7199¢ch06.fm

6

Disk storage management

In this Chapter we describe the fundamentals of Logical Volume Management
(LVM).
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6.1 Storage management concepts

The fundamental concepts used by LVM are physical volumes, volume groups,
physical partitions, logical volumes, logical partitions, file systems, and raw
devices. Some of their characteristics are presented as follows:

>

Each individual disk drive is named a physical volume (PV) and has a name
such as hdiskO or hdisk1.

One or more PVs can make up a volume group (VG). A physical volume can
belong to maximum one VG.

You cannot assign a fraction of a PV to one VG. A physical volume is
assigned entirely to a volume group.

Physical volumes can be assigned to the same volume group even though
they are of different types such as SCSI, SSA.

Storage space from physical volumes is divided into physical partitions (PPs).
The size of the physical partitions is identical on all disks belonging to the
same VG.

Within each volume group, one or more logical volumes (LVs) can be defined.
Data stored on logical volumes appears to be contiguous from the user point
of view, but can be spread on different physical volumes from the same
volume group.

Logical volumes consist of one or more logical partitions (LPs). Each logical
partition has at least one corresponding physical partition. A logical partition
and a physical partition always have the same size. You can have up to three
copies of the data located on different physical partitions. Usually, physical
partitions storing identical data are located on different physical disks for
redundancy purposes.

Data from a logical volume can be stored in an organized manner, having the
form of files located in directories. This structured and hierarchical form of
organization is named a file system.

Data from a logical volume can also be seen as a sequential string of bytes.
This type of logical volumes are named raw logical volumes. It is the
responsibility of the application who uses this data to access and interpret it
correctly.

Volume group descriptor area (VGDA) is an area on the disk that contains
information pertinent to the volume group that physical volume belongs to. It
also includes information about properties and status of all physical and
logical volumes that are part of the volume group. The information from VGDA
is used and updated by LVM commands. There is at least one VGDA per
physical volume. Information from VGDAs of all disks that are part of the
same volume group must de identical. VGDA internal architecture and
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location on the disk depends on the type of the volume group (original, big, or
scalable).

» Volume group status area (VGSA) is used to describe the state of all physical
partitions from all physical volumes within a volume group. The VGSA
indicates if a physical partition contains accurate or stale information. VGSA
is used for monitoring and maintained data copies synchronization. The
VGSA is essentially a bitmap and its architecture and location on the disk
depends on the type of the volume group.

» Logical volume control block (LVCB) contains important information about the
logical volume, such as the number of the logical partitions or disk allocation
policy. Its architecture and location on the disk depends on the type of the
volume group it belongs to. For standard volume groups, the LVCB resides on
the first block of user data within the LV. For big volume groups there is
additional LVCB information in VGDA on the disk. For scalable volume groups
all relevant logical volume control information is kept in the VGDA as part of
the LVCB information area and the LV entry area.

Note: The layout of the hard disk drives is defined by the
/usr/include/sys/hd_psn.h header file. The LVM records starts at sector 7 on
the disk. All LVM record structures are defined in /usr/include/lvmrec.h header
file.

6.1.1 Limitations of logical volume storage

The LVM layer for AIX 5L Version 5.3 provides an increased level of flexibility in
disk management. There are limitations that you have to be aware of. These are
listed in Table 6-1.

Table 6-1 LVM limitations for AIX 5L Version 5.3

VG Type Maximum Maximum Maximum Maximum PP
PVs LVs PPs per VG size
Normal VG 32 256 32512 1GB
(1016*32)
Big VG 128 512 130048 1GB
(1016*128)
Scalable VG 1024 4096 2097152 128 GB
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6.2 Physical volumes

When a disk drive is initially added to the system is seen a simple device. The
disk is not yet accessible for LVM operations. To be made accessible, it has to be
assigned to a volume group, which means changing from a disk to a physical
volume. For each disk two device drivers will be created under directory /dev:
one block device driver and one character device driver. The disk drive is
assigned an 32 bits unique identifier named physical volume identifier (PVID).

The 1spv command, used without any parameter, displays all physical volumes,
their PVIDs, the volume groups whom the PVs belong to and the status of
volume groups as shown in Example 6-1.

Example 6-1 Using 1spv command to display physical volumes

# lspv

hdisk0 00c478de09a40b16 rootvg active
hdiskl 00c478de09caf163 rootvg active
hdisk2 00c478de09caf37f None

hdisk3 00c478de49630cba None

hdisk4 00c478de00655246 None

hdiskb 00c478de008a399b None

hdisk6 00c478de008a3bal None

hdisk7 00c478de6c9883b7 None

6.2.1 PVID

When the PVID is generated the system uses its own serial number and a time
stamp to ensure that two disks would never have the same PVID.

The PVIDs are stored also in ODM. They are used by LVM commands and
possibly referenced by external applications such as HACMP.

The following command changes an available disk device to a physical volume by
assigning a PVID, if it does not already have one:

chdev -1 hdisk7 -a pv=yes
This command has no effect if the disk is already a physical volume.

The following commands clears the PVID from the physical volume.

chdev -1 hdisk7 -a pv=clear
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Note: You can list the PVID of a disk using intermediate level commands such
as 1querypv as follows:

# Tquerypv -h /dev/hdisk2 80 10
00000080 00C478DE 09CAF37F 00000000 00000000 |..x .............

6.2.2 Listing information about physical volumes

You can use the 1spv command and pass the name of the physical volume as a
parameter in order to find more details about a physical volume as shown in
Example 6-2:

Example 6-2 Using Ispv to display detailed information about a physical volume

# 1spv hdisk2

PHYSICAL VOLUME: hdisk2 VOLUME GROUP: testvg

PV IDENTIFIER: 00c478de09caf37f VG IDENTIFIER
00c478de00004c00000001078fc3497d

PV STATE: active

STALE PARTITIONS: 0 ALLOCATABLE: yes

PP SIZE: 128 megabyte(s) LOGICAL VOLUMES: 1

TOTAL PPs: 546 (69888 megabytes) VG DESCRIPTORS: 2

FREE PPs: 542 (69376 megabytes) HOT SPARE: no

USED PPs: 4 (512 megabytes) MAX REQUEST: 256 kilobytes

FREE DISTRIBUTION: 110..105..109..109..109
USED DISTRIBUTION: 00..04..00..00..00

The meaning of the fields in Example 6-2 are:
PHYSICAL VOLUME The name of the physical volume.

PV IDENTIFIER The physical volume identifier

PV STATE The state of the physical volume: active, missing or
removed. The status can be changed using the chpv
command.

STALE PARTITIONS The number of stale partitions.

PP SIZE The size of a physical partition.

TOTAL PPs The total number of physical partitions residing on the
disk, free and used.

FREE PPs The number of free partitions available on the physical
volume.

USED PPs The number of used partitions on the physical volume.

FREE DISTRIBUTIONThe number of free physical partitions available on each
intra-physical volume area.
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USED DISTRIBUTIONThe number of used physical partitions located on each
intra-physical volume area.

VOLUME GROUP The name of the volume group whom the physical volume
belongs to.

VG IDENTIFIER The identifier of the volume group whom the physical
volume belongs to.

ALLOCATABLE Allocation permission for the physical volume determines
if free PPs can be allocated to logical volumes.

LOGICAL VOLUMES The number of the logical volumes that have at least one
LP located on this physical volume.

VG DESCRIPTORS The number of VGDAs located on this physical volume.
HOT SPARE The physical volume is defined as hot spare or not.
MAX REQUEST The LTG size for this physical volume.

The 1spv command can be used with the -l flag to display the names of all the
logical volumes that have at least one partition located on the physical volume,
the total number of partitions located on that physical volume, the total number of
PPs that correspond to the LPs, the distribution of PPs corresponding to each
intra-physical disk area, the mounting point of the logical volume, if it exists. An
example of the output obtained when running this command is presented in
Example 6-3.

Example 6-3 Using 1spv -1 command

# Tspv -1 hdisk0

hdisk0:

LV NAME LPs PPs DISTRIBUTION MOUNT POINT
hd3 1 1 00..00..01..00..00 /tmp
hd10opt 1 1 00..00..01..00..00 /opt
hd5 1 1 01..00..00..00..00 N/A
hd8 1 1 00..00..01..00..00 N/A
hdé 11 11 00..00..11..00..00 N/A
hd2 8 8 00..00..08..00..00 /usr
hd9var 1 1 00..00..01..00..00 /var
hdl 1 1 00..00..01..00..00 /home
hd4 1 1 00..00..01..00..00 /

If you want to display the number, location of partitions and the logical volumes
they correspond to you can use 1spv -p command as shown in Example 6-4.

Example 6-4 Using Ispv to display the allocation of PPs to logical volumes

# 1spv -p hdiskO
hdiskO:
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PP RANG
1-1
2-110

111-219

220-220

221-221

222-222

223-223

224-230

231-241

242-328

329-437

438-546

E

STATE
used
free
free
used
used
used
used
used
used
free
free
free

REGION

outer edge
outer edge
outer middle
center
center
center
center
center
center
center

inner middle
inner edge

LV NAME
hd5

hd8
hd2
hd3
hd10opt
hd2
hd6

TYPE
boot

jfs2log
jfs2
jfs2
jfs2
jfs2
paging
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MOUNT POINT
N/A

N/A
/usr
/tmp
/opt
/usr
N/A

You can make a detailed map of the disk layout and display the relation between
each physical and logical partition by using 1spv -M command as shown in
Example 6-5.

Example 6-5 Using 1spv -M command to display the layout of a physical volume

# 1spv
hdisk0:
hdisk0:
hdisk0:
hdisk0:
hdiskO:
hdiskO:
hdisk0:
hdisk0:
hdisk0:
hdisk0:
hdiskO:
hdiskO:
hdisk0:
hdisk0:
hdisk0:
hdisk0:
hdiskO:
hdiskO:
hdisk0:
hdisk0:
hdisk0
hdisk0:
hdiskO:
hdiskO:
hdisk0:
hdisk0:
hdisk0:
hdisk0:

-M hdiskO|more

1

2-1
111
112
113
114
115
116
117
118
119
120
121
122
123
220
221
222
223
224

1225

226
227
228
229
230
231
232

10

-219

hd5:1

Tvl:1:
Tvl:2:
Tvl:3:
Tvl:4:
1vl:5:
Tvl:6:
Tvl:7:
1v1:8:
1v1:9:
Tvl:1
Tvl:1
Tvl:1

S T T N

0:
1:
2:

—_ =

hd8:1
hd2:1
hd3:1
hd10opt:1
hd2:2
hd2:
hd2:
hd2:
hd2:
hd2:
hd2:
hd6:
hd6:

N — 00 NOY Ol B W
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hdisk0:233 hd6:3
hdisk0:234 hd6:4
hdisk0:235 hd6:5
hdisk0:236 hd6:6
hdisk0:237 hd6:7
hdisk0:238 hd6:8
hdisk0:239 hd6:9
hdisk0:240 hd6:10
hdisk0:241 hd6:11

hdisk0:242-546

6.2.3 Changing the allocation permission for a physical volume

The allocation permission for a physical volume determines if physical partitions
located on that physical volume, which have not been allocated to a logical
volume yet, can be allocated to logical volumes. The operation of logical volumes
that reside on that physical volume is not affected.

In Example 6-6, we disabled the possibility to allocate new free physical
partitions from hdisk2 to any logical volume. We tried to create a logical volume
that would use PPs from hdisk2 and received an error message stating that
partitions from that physical volume were not allocatable.

Example 6-6 Disabling partition allocation for a physical volume

# chpv -an hdisk2
# 1spv hdisk2

PHYSICAL VOLUME: hdisk2 VOLUME GROUP: testvg

PV IDENTIFIER: 00c478de09caf37f VG IDENTIFIER
00c478de00004c00000001078fc3497d

PV STATE: active

STALE PARTITIONS: 0 ALLOCATABLE: no

PP SIZE: 128 megabyte(s) LOGICAL VOLUMES: 1

TOTAL PPs: 546 (69888 megabytes) VG DESCRIPTORS: 2

FREE PPs: 542 (69376 megabytes) HOT SPARE: no

USED PPs: 4 (512 megabytes) MAX REQUEST: 256 kilobytes

FREE DISTRIBUTION: 110..105..109..109..109

USED DISTRIBUTION: 00..04..00..00..00

# mklv -y test -t jfs2 testvg 10 hdisk?2

0516-823 Tquerypv: Physical Volume hdisk2 is not allocatable.

0516-848 Tquerypv: Failure on physical volume hdisk2, it may be missing
or removed.

0516-822 mklv: Unable to create Togical volume.

To turn on the allocation permission, use the following command:
chpv -ay hdisk2
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6.2.4 Changing the availability of a physical volume

The availability of a physical volume defines whether any logical input/output
operations can be performed to the specified physical volume. VGDA and VGSA
copies on the physical volume will not be taken into account for any subsequent
LVM operations. Also, information regarding the physical volume will be removed
from the VGDAs of the other physical volumes within the volume group. The
physical volume will be marked as removed.

In Example 6-7, we show the concept of being available and its relation with
VGDAs as follows:

>

>

>

The 1svg testvg command shows that the VG is active, contains two PVs,
both PVs are active and the VG has three VGDAs.

The 1svg -p testvg command shows that testvg contains disks hdisk2 and
hdisk3, and both are active.

1spv hdisk3 shows that hdisk3 is active and has two VGDAs
1spv hdisk2 shows that hdisk2 is active and has one VGDA
chpv -vr hdisk3 makes hdisk3 unavailable

1spv hdisk3 confirms that hdisk3 is removed and does not have any VGDA
on it

1spv hdisk2 confirms that hdisk2 is active and now contains two VGDAs
because any volume group must contain at least one VGDA.

1svg -p testvg shows that hdisk3 is has ben removed

1svg testvg shows that the volume group is still active, one PV of two is
active, and the total number of VGDAs has been changed to 2.

chpv -va hdisk3 makes hdisk3 available again
1spv hdisk3 shows that hdisk3 is active and contains only one VGDA
1svg -p testvg confirms that both disks are now active

Example 6-7 Using chpv command to change availability of physical volumes

# 1svg testvg

VOLUME GROUP: testvg VG IDENTIFIER:
00c478de00004c00000001078fc3497d

VG STATE: active PP SIZE: 128 megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 1092 (139776
megabytes)

MAX LVs: 256 FREE PPs: 1092 (139776
megabytes)

LVs: 0 USED PPs: 0 (0 megabytes)
OPEN LVs: 0 QUORUM: 2

TOTAL PVs: 2 VG DESCRIPTORS: 3
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STALE PVs: 0

ACTIVE PVs: 2

MAX PPs per VG: 32512

MAX PPs per PV: 1016

LTG size (Dynamic): 256 kilobyte(s)

HOT SPARE: no

# 1svg -p testvg

testvg:

PV_NAME PV STATE TOTAL PPs
hdisk2 active 546
110..109..109..109..109

hdisk3 active 546

110..109..109..109..109
# 1spv hdisk3
PHYSICAL VOLUME:
PV IDENTIFIER:
00c478de00004c00000001078fc3497d

hdisk3

PV STATE: active

STALE PARTITIONS: 0

PP SIZE: 128 megabyte(s)

TOTAL PPs: 546 (69888 megabytes)
FREE PPs: 546 (69888 megabytes)
USED PPs: 0 (0 megabytes)

FREE DISTRIBUTION:
USED DISTRIBUTION:
# 1spv hdisk2
PHYSICAL VOLUME: hdisk2

PV IDENTIFIER: 00c478de09caf37f VG IDENT
00c478de00004c00000001078fc3497d

110..109..109..109..109
00..00..00..00..00

PV STATE: active

STALE PARTITIONS: 0

PP SIZE: 128 megabyte(s)

TOTAL PPs: 546 (69888 megabytes)
FREE PPs: 546 (69888 megabytes)
USED PPs: 0 (0 megabytes)

FREE DISTRIBUTION:
USED DISTRIBUTION:
# chpv -vr hdisk3
# 1spv hdisk3
PHYSICAL VOLUME: hdisk3

PV IDENTIFIER: 00c478de49630c6a VG IDENT
00c478de00004c00000001078fc3497d

110..109..109..109..109
00..00..00..00..00

PV STATE: removed

STALE PARTITIONS: 0

PP SIZE: 128 megabyte(s)

TOTAL PPs: 546 (69888 megabytes)
FREE PPs: 546 (69888 megabytes)
USED PPs: 0 (0 megabytes)

FREE DISTRIBUTION: 110..109..109..109..109

STALE PPs:
AUTO ON:

MAX PVs:

AUTO SYNC:
BB POLICY:

FREE PPs

546

546

VOLUME GROUP:

00c478de49630cba VG IDENTIFIER

ALLOCATABLE:

LOGICAL VOLUMES:

VG DESCRIPTORS:
HOT SPARE:
MAX REQUEST:

VOLUME GROUP:
IFIER

ALLOCATABLE:

LOGICAL VOLUMES:

VG DESCRIPTORS:
HOT SPARE:
MAX REQUEST:

VOLUME GROUP:
IFIER

ALLOCATABLE:

LOGICAL VOLUMES:

VG DESCRIPTORS:
HOT SPARE:
MAX REQUEST:
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USED DISTRIBUTION:
# 1spv hdisk2
PHYSICAL VOLUME:
PV IDENTIFIER:

00..00..00..00..00

hdisk2 VOLUME GROUP:
00c478de09caf37f VG IDENTIFIER

00c478de00004c00000001078fc3497d

PV STATE:

STALE PARTITIONS:
PP SIZE:

TOTAL PPs:

FREE PPs:

USED PPs:

FREE DISTRIBUTION:
USED DISTRIBUTION:
# 1svg -p testvg

active

0

128 megabyte(s)

546 (69888 megabytes)
546 (69888 megabytes)

0 (0 megabytes)
110..109..109..109..109
00..00..00..00..00

ALLOCATABLE:
LOGICAL VOLUMES:
VG DESCRIPTORS:
HOT SPARE:

MAX REQUEST:

testvg:

PV_NAME PV STATE TOTAL PPs  FREE PPs
hdisk2 active 546 546
110..109..109..109..109

hdisk3 removed 546 546
110..109..109..109..109

# 1svg testvg

VOLUME GROUP: testvg VG IDENTIFIER:

00c478de00004c00000001078fc3497d

VG STATE:

VG PERMISSION:
megabytes)

MAX LVs:
megabytes)

LVs:

OPEN LVs:

TOTAL PVs:

STALE PVs:

ACTIVE PVs:

MAX PPs per VG:
MAX PPs per PV:
LTG size (Dynamic):
HOT SPARE:

# chpv -va hdisk3
# 1spv hdisk3
PHYSICAL VOLUME:
PV IDENTIFIER:

active PP SIZE:
read/write TOTAL PPs:
256 FREE PPs:

0 USED PPs:

0 QUORUM:

2 VG DESCRIPTORS:
0 STALE PPs:

1 AUTO ON:
32512

1016 MAX PVs:

256 kilobyte(s) AUTO SYNC:

no BB POLICY:
hdisk3 VOLUME GROUP:

00c478de49630c6a VG IDENTIFIER

00c478de00004c00000001078fc3497d

PV STATE:

STALE PARTITIONS:
PP SIZE:

TOTAL PPs:

FREE PPs:

USED PPs:

FREE DISTRIBUTION:

active

0

128 megabyte(s)

546 (69888 megabytes)
546 (69888 megabytes)

0 (0 megabytes)
110..109..109..109..109

ALLOCATABLE:
LOGICAL VOLUMES:
VG DESCRIPTORS:
HOT SPARE:

MAX REQUEST:
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yes

0

2

no

256 kilobytes

FREE DISTRIBUTION

128 megabyte(s)
1092 (139776

1092 (139776

0 (0 megabytes)
2

2

0

yes

32
no
relocatable

testvg

yes
0
1
no
256 kilobytes
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USED DISTRIBUTION: 00..00..00..00..00
# 1svg -p testvg

testvg:

PV_NAME PV STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdisk2 active 546 546

110..109..109..109..109

hdisk3 active 546 546

110..109..109..109..109

Before changing the availability of any physical volume you have to close any
logical volume residing on that disk and ensure that the volume group meets
quorum requirements after the disk is removed.

6.2.5 Cleaning the boot record from a physical volume

To clear the boot record located on a physical volume hdiskl use the command
chpv -c hdiskl

6.2.6 Declaring a physical volume hot spare

You can use chpv command to define a physical volume as hot spare. This
command also disables the allocation permission for the physical volume. The
disk size has to be at least equal with the size of the smallest disk already
existing in the volume group.

To define hdisk3 as a hot spare use the command
chpv -hy hdisk3

To remove hdisk3 from the hot spare pool of its volume group use the command
chpv -hn hdisk3

6.2.7 Migrating data from physical volumes

Physical partitions located on a physical volume can be moved to one or more
physical volumes contained in the same volume.

In Example 6-8, we offer an example of migrating data from a physical volume as
follows:

» 1svg -p rootvg displays all PVs that are contained in rootvg.

» 1svg -M hdiskl displays the map of all physical partitions located on hdisk1
» 1spv -M hdisk5 shows that all partitions of hdisk5 are not allocated

» migratepv hdiskl hdisk5 migrates the data from hdiskl to hdisk5
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» Ispv -M hdiskl confirms that hdiskl has all partitions free

» chpv -c hdiskl clears the boot record from hdiskl
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» Ispv -M hdisk5 confirms that all physical partitions have been migrated to
hd1iskb.

Example 6-8 Migrating physical partition from one disk to another

# 1svg -p rootvg

rootvg:

PV_NAME PV STATE TOTAL PPs FREE PPs FREE DISTRIBUTION
hdisk0 active 546 523
109..109..87..109..109

hdiskl active 546 538
109..105..106..109..109

hdisk5 active 546 546
110..109..109..109..109

# 1spv -M hdiskl

hdiskl:1 hd5:1:2

hdiskl:2-122

hdisk1:123 fs1v00:1

hdiskl:124 fs1v00:2

hdiskl:125 fs1v00:3

hdisk1:126 fs1v00:4

hdiskl1:127-219

hdisk1:220 hd4:1

hdiskl:221 hd9var:1

hdiskl:222 hdl:1

hdisk1:223-546

# 1spv -M hdiskb

hdisk5:1-546

# migratepv hdiskl hdiskb
0516-1011 migratepv: Logical volume hd5 is Tabeled as a boot Togical volume.
0516-1246 migratepv: If hd5 is the boot logical volume, please run 'chpv -c

hdiskl

# 1spv

hdiskl:

# chpv
# 1spv

hdisk5:
hdisk5:

hdisk5
hdisk5
hdisk5
hdisk5
hdisk5

as root user to clear the boot record and avoid a potential boot
off an old boot image that may reside on the disk from which this
logical volume is moved/removed.

-M hdiskl

1-546

-c hdiskl
-M hdisk5

1

2-110
1111
1112
1113
1114
:115-219

hd5:1:2

fs1v00:1
fs1v00:2
fs1v00:3
fs1v00:4
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hdisk5:220 hd4:1
hdisk5:221 hd9var:1
hdisk5:222 hdl:1

hdisk5:223-546

If you migrate data from a physical volume that contains a boot image you should
also update the boot list.

It is possible to migrate only data from partitions that belong to a specific logical
volume. To migrate from hdiskl to hdisk5 only physical partitions that belong to
logical volume test1v you can use the command

migratepv -1 testlv hdiskl hdisk5

6.2.8 Migrating partitions

You can move data from one partition located on a physical disk to another
physical partition on a different disk.

In Example 6-9, we offer an example of migrating data from a physical partition to
another as follows:

» 1svg -M hdiskl displays the map of all physical partitions located on hdisk1.
Note that the second copy of the logical partition number 1 of logical volume
testlv resides on physical partition 115.

» Ispv -M hdisk5 shows that all partitions of hdisk5 are not allocated.

» migratelp testlv/1/2 hdisk5/123 migrates the data from the second copy of
the logical partition number 1 of logical volume to hdisk5 on physical partition
123.

» Isvg -M hdiskl displays the map of all physical partitions located on hdiskl1.
Note that physical partition 115 is free.

» Ispv -M hdisk5 confirms that the second copy of the logical partition number
1 of logical volume test1v now resides on physical partition 123 of hdisk5.

Example 6-9 Migrating a partition to another partition on a different physical volume

# 1spv -M hdiskl

hdiskl:1 hd5:1:2

hdiskl:2-110

hdiskl:111 fs1v00:1
hdiskl:112 fs1v00:2
hdisk1:113 fs1v00:3
hdiskl:114 fs1v00:4

hdisk1:115  testlv:1:2
hdiskl:116-219
hdiskl:220 hd4:1
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hdiskl:221 hd9var:1

hdiskl:222 hdl:1

hdisk1:223-546

# 1spv -M hdisk5

hdisk5:1-546

# migratelp testlv/1/2 hdisk5/123

migratelp: Mirror copy 2 of Togical partition 1 of Togical volume
testlv migrated to physical partition 123 of hdisk5.

# 1spv -M hdiskl

hdiskl:1 hd5:1:2
hdisk1:2-110

hdiskl:111 fs1v00:1
hdiskl:112 fs1v00:2
hdisk1:113 fs1v00:3
hdiskl:114 fs1v00:4
hdisk1:115-219
hdisk1:220 hd4:1
hdiskl:221 hd9var:1
hdiskl1:222 hdl:1

hdiskl:223-546

# 1spv -M hdiskb
hdisk5:1-122

hdisk5:123 testlv:1:2
hdisk5:124-546

6.2.9 Finding the LTG size

Logical track group (LTG) size is the maximum allowed transfer size for an I/0
disk operation.

You can use Iquerypv command to find the LTG size for a physical disk as shown
in Example 6-10. A disk can support multiple LTG sizes which are discovered
using an ioctl call.

Example 6-10 Using Iquerypv command to find LTG size

# Tquerypv -M hdisk0
256

6.3 Volume groups

When the operating system is installed one volume group named rootvg is
created by default. Additional volume groups can be created on the system using
one or more physical volumes which have not been allocated to other volume
groups yet and are in available state. All physical volumes will be divided in
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physical partitions having the same size. The size of the physical partitions
cannot be changed after the volume group is created.

This section discusses the operations that can be performed on volume groups.

6.3.1 Creating a volume group

You can use the mkvg command to create volume groups. Each volume group is
assigned an volume group identifier (VGID) that will be used internally by LVM
commands. For each volume group two device driver files are created under
directory /dev as shown in Example 6-11. Both files will have the major device
number equal to the major number of the volume group.

Example 6-11 Two files under /dev created for each volume group

# 1svg

rootvg

testvg

vgl

vg2

# cd /dev

#1s -1|grep vg

crw-rw---- 1 root system 10, 0 Nov 10 11:35 IPL_rootvg
CrW--=-==--- 1 root system 10, 0 Nov 15 19:08 _ vgl0
CrW--=-=--- 1 root system 100, 0 Nov 16 10:24 _ vgl00
(o 4 Cpp—— 1 root system 46, 0 Nov 15 18:48 _ vg46
CrW--====- 1 root system 47, 0 Nov 16 10:24 __ vg47/
Crw-rw---- 1 root system 10, 0 Nov 10 11:00 rootvg
crw-rw---- 1 root system 46, 0 Nov 14 11:12 testvg
crw-rw---- 1 root system 47, 0 Nov 16 10:21 vgl
crw-rw---- 1 root system 100, 0 Nov 16 10:21 vg2

For each volume group varied on there is a file under /etc/vg having the name
identical with the VGID as shown in Example 6-12.

Example 6-12 Handle files for volume groups

# 1svg -0

vgl

testvg

rootvg

# cd /etc/vg

#1s -1

total 0

-rw-r--r-- 1 root system 0 Nov 15 16:15
vg00C478DE00004C00000001077B1E974A

-rw-rw---- 1 root system 0 Nov 15 15:49
vg00C478DE00004C00000001078FC3497D
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-rw-rw---- 1 root system 0 Nov 16 10:37
vg00C478DE00004C000000010799E10D8E

# 1svg rootvg |grep -i identifier

VOLUME GROUP: rootvg VG IDENTIFIER:
00c478de00004c00000001077b1e974a

# 1svg testvg |grep -i identifier

VOLUME GROUP: testvg VG IDENTIFIER:
00c478de00004c00000001078fc3497d

# 1svg vgl |grep -i identifier

VOLUME GROUP: vgl VG IDENTIFIER:
00c478de00004c000000010799e10d8e

In Example 6-13, we use the mkvg command to create an original volume group
named vgl, with a physical partition size of 64 MB, having major number 99 and
using the physical volumes hdisk4.

Example 6-13 Creating an original volume group

# mkvg -y vgl -s64 -V99 hdisk4
vgl

In Example 6-14, we tried to create an original volume group that would exceed
the limitations of this type of volume group in terms of maximum number of PPs.

Example 6-14 Failing to create an original volume group

# Tsattr -E1 hdisk4

PCM PCM/friend/scsiscsd Path Control Module False
algorithm fail_over Algorithm True
dist_err_pcnt 0 Distributed Error Percentage True
dist_tw_width 50 Distributed Error Sample Time True
hcheck_interval 0 Health Check Interval True
hcheck_mode nonactive Health Check Mode True
max_transfer 0x40000 Maximum TRANSFER Size True
pvid none Physical volume identifier False
queue_depth 3 Queue DEPTH False
reserve_policy single_path Reserve Policy True
size_in_mb 73400 Size in Megabytes False

# mkvg -y testvg -s 4 -f hdisk4

0516-1254 mkvg: Changing the PVID in the ODM.

0516-1208 mkvg: Warning, The Physical Partition Size of 4 requires the
creation of 17501 partitions for hdisk4. The system limitation is

16256
physical partitions per disk at a factor value of 16. Specify a larger
Physical Partition Size or a larger factor value in order create a
volume group on this disk.

0516-862 mkvg: Unable to create volume group.
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In Example 6-15, we use the mkvg command to force the creation of a big volume
group named vg2, with a physical partition size of 128 MB, having major number
101 and using physical volume hdisk6. We created this volume group with auto
varyon flag set to no so that it will not be automatically varied on at system
reboot.

Example 6-15 Creating a big volume group

# mkvg -B -y vg2 -s 128 -f -n -V 101 hdisk6
vg2

In Example 6-16, we tried to create a big volume group that would exceed the
limitations of this type of volume groups in terms of maximum number of PPs.

Example 6-16 Failing to create a big volume group

# Tsattr -E1 hdisk4

PCM PCM/friend/scsiscsd Path Control Module
False

algorithm fail_over Algorithm

True

dist_err_pcnt 0 Distributed Error Percentage
True

dist_tw_width 50 Distributed Error Sample Time
True

hcheck_interval 0 Health Check Interval
True

hcheck_mode nonactive Health Check Mode
True

max_transfer 0x40000 Maximum TRANSFER Size
True

pvid none Physical volume identifier
Falsequeue_depth 3 Queue DEPTH

False

reserve policy single_path Reserve Policy

True

size_in_mb 73400 Size in Megabytes
False

# mkvg -B -y testlvg -s 1 -f hdisk4

0516-1254 mkvg: Changing the PVID in the ODM.

0516-1208 mkvg: Warning, The Physical Partition Size of 1 requires the
creation of 70006 partitions for hdisk4. The system limitation is

65024
physical partitions per disk at a factor value of 64. Specify a larger
Physical Partition Size or a larger factor value in order create a
volume group on this disk.

0516-862 mkvg: Unable to create volume group.
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In Example 6-17, we use the mkvg command to force the creation of a scalable
volume group named testvg, with a physical partition size of 1 MB, and using
physical volumes from hdisk3 to hdisk?7.

Example 6-17 Creating a scalable volume group

# 1sattr -E1 hdisk3|grep -i size in mb

size_in_mb 73400 Size in Megabytes
False

# 1sattr -E1 hdisk4|grep -i size_in_mb

size_in_mb 73400 Size in Megabytes
False

# 1sattr -E1 hdisk5|grep -i size in mb

size_in_mb 73400 Size in Megabytes
False

# 1sattr -E1 hdisk6|grep -i size_in_mb

size_in_mb 73400 Size in Megabytes
False

# 1sattr -E1 hdisk7|grep -i size in mb

size_in_mb 73400 Size in Megabytes
False

# mkvg -S -y testvg -s 1 -f hdisk3 hdisk4 hdisk5 hdisk6é hdisk7
0516-1254 mkvg: Changing the PVID in the ODM.
0516-1254 mkvg: Changing the PVID in the ODM.
0516-1254 mkvg: Changing the PVID in the ODM.
0516-1254 mkvg: Changing the PVID in the ODM.
0516-1254 mkvg: Changing the PVID in the ODM.

testvg

# 1svg testvg

VOLUME GROUP: testvg VG IDENTIFIER:
00c5e9de00004c0000000107a5572082

VG STATE: active PP SIZE: 1 megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 349690 (349690
megabytes)

MAX LVs: 256 FREE PPs: 349690 (349690
megabytes)

LVs: 0 USED PPs: 0 (0 megabytes)
OPEN LVs: 0 QUORUM: 3

TOTAL PVs: 5 VG DESCRIPTORS: 5

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 5 AUTO ON: yes

MAX PPs per VG: 524288 MAX PVs: 1024

LTG size (Dynamic): 256 kilobyte(s) AUTO SYNC: no

HOT SPARE: no BB POLICY: relocatable

The mkvg command will automatically vary on the newly created volume group by
calling the varyonvg command.
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For volume groups created with -1 flag the LTG size is set to 128, 256, 512, or
1024 KB. The value will be equal to the minimum of transfer size of disks that are
part of the volume group.

By default, in AIX 5L Version 5.3 volume groups created without using -1 flag will
use variable LTG size.

6.3.2 Listing information about volume groups

The 1svg command displays information about the volume groups currently
known to the system.

In Example 6-18, we use the 1svg command to display all volume groups that are
known to the system, either varied on or not.

Example 6-18 Using Isvg to display all volume groups known to a system

# 1svg
rootvg
dumpvg
test2vg
testlvg

In Example 6-19 we use 1svg -o command to display all volume groups that are
varied on.

Example 6-19 Using Isvg to display all active volume groups

# 1svg -0
testlvg
dumpvg
rootvg

You can use the 1svg command and pass the name of the volume group as an
argument to obtain more details about the volume group as shown in
Example 6-20.

Example 6-20 Using Isvg to display details about a specific volume group

# Tsvg testlvg

VOLUME GROUP: testlvg VG IDENTIFIER:
00c5e9de00004c0000000107a5b596ab

VG STATE: active PP SIZE: 512 megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 408 (208896
megabytes)

MAX LVs: 256 FREE PPs: 398 (203776
megabytes)
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LTG size (Dynamic):
HOT SPARE:
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3 USED PPs: 10 (5120

0 QUORUM: 2

3 VG DESCRIPTORS: 3

0 STALE PPs: 0

3 AUTO ON: yes

32512

1016 MAX PVs: 32

256 kilobyte(s) AUTO SYNC: no

no BB POLICY: relocatable

The meanings of the fields in Example 6-20 are:

VOLUME GROUP
VG STATE

VG PERMISSION
MAX LVs

OPEN LVs
TOTAL PVs
STALE PVs
ACTIVE PVs
MAX PPs per VG
MAX PPs per PV
LTG size

HOT SPARE

VG IDENTIFIER
PP SIZE

TOTAL PPs
FREE PPs

USED PPs

QUORUM

VG DESCRIPTORS

STALE PPs
AUTO ON

The name of the volume group.

The state of the volume group.

Access permission: read-only or read-write.

Maximum number of LVs allowed in the volume group.
The number of logical volumes currently open.

The total number of PVs in the volume group.

The number of PVs that contain stale partitions.

The number of PVs currently active.

Maximum number of PPs allowed in the volume group.
Maximum number of PPs per physical volume.

LTG size of the volume group.

Hot spare policy of the volume group.

The numerical identifier of the volume group.

The size of physical partitions from the volume group.
The total number of PPs within the volume group.

The total number of PPs within the volume group that
have not yet been allocated to any logical volume.

The total number of PPs within the volume group that
have been already allocated to logical volumes.

The number of physical volumes needed for quorum.
The number of VGDAs within the volume group.
The number of stale PPs within the volume group.

Determines if the volume group will automatically vary on

after system reboot.
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MAX PVs

AUTO SYNC

BB POLICY
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The maximum number of PVs allowed in the volume

group.

Determines if stale partitions are synchronized

automatically.

Bad block relocation policy.

In Example 6-21, we use the 1svg -1 command to display all logical volumes
that are part of rootvg.

Example 6-21 Using Isvg -I to display logical volumes contained in a volume group

# 1svg -1 rootvg

rootvg:

LV NAME TYPE
hd5 boot
hdé paging
hd8 jfs2log
hd4 jfs2
hd2 jfs2
hd9var jfs2
hd3 jfs2
hd1l jfs2
hd10opt jfs2
fwdump jfs2
/var/adm/ras/platform
paging00 paging
fs1v00 jfs2
dumpdev jfs
fslv0l jfs2

LV STATE
closed/syncd
open/syncd
open/syncd
open/syncd
open/syncd
open/syncd
open/syncd
open/syncd
open/syncd
open/syncd

open/syncd
open/syncd
closed/syncd
open/syncd

MOUNT POINT
N/A

N/A

N/A

/

/usr

/var

/tmp

/home

/opt

N/A
/app01
N/A
/kdb

In Example 6-22, we use the 1svg -p command to display all physical volumes
that are part of testlvg volume group.

Example 6-22 Using Isvg to display all physical volumes contained in a volume group

# 1svg -p testlvg

testlvg:

PV_NAME PV STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdisk5 active 136 129 28..20..27..27..27
hdisk6 active 136 133 28..24..27..27..27
hdisk7 active 136 136 28..27..27..27..27

In situations when you investigate LVM metadata corruption, you can use 1svg
-n command to obtain information about a volume group read from a VGDA
located on a specific disk.
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6.3.3 Changing volume group characteristics

The following section discusses the tasks required to modify a volume group’s
characteristics.

Auto varyon flag

The following command changes the volume group testvg to be activated
automatically next time the system is restarted:

# chvg -ay newvg
The following command changes the volume group testvg not to be activated
automatically next time the system is restarted:

# chvg -an newvg

Quorum
The following commands change the quorum for the volume group testvg. This

attribute determines if the volume group will be varied off or not after losing the
simple majority of its physical volumes.
To turn off the quorum use the command:

#chvg -Qn testvg
To turn on the quorum use the command:

# chvg -Qy testvg

Maximum number of physical partitions per physical volume

You can change the maximum number of physical partitions per physical volume
as shown in Example 6-23.

Example 6-23 Changing the maximum number of physical partitions per physical volume

# 1svg testvg

VOLUME GROUP: testvg VG IDENTIFIER:
00c5e9de00004c0000000107a58c754e

VG STATE: active PP SIZE: 16 megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 4375 (70000
megabytes)

MAX LVs: 256 FREE PPs: 4375 (70000
megabytes)

LVs: 0 USED PPs: 0 (0 megabytes)
OPEN LVs: 0 QUORUM: 2

TOTAL PVs: 1 VG DESCRIPTORS: 2

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 1 AUTO ON: yes

MAX PPs per VG: 32512
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MAX PPs per PV: 5080 MAX PVs: 6
LTG size (Dynamic): 256 kilobyte(s) AUTO SYNC: no
HOT SPARE: no BB POLICY: relocatable

# chvg -t 16 testvg

0516-1164 chvg: Volume group testvg changed. With given characteristics testvg
can include upto 1 physical volumes with 16256 physical partitions

each.

# 1svg testvg

VOLUME GROUP: testvg

00c5e9de00004c0000000107a58c754e

VG IDENTIFIER:

VG STATE: active PP SIZE: 16 megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 4375 (70000
megabytes)

MAX LVs: 256 FREE PPs: 4375 (70000
megabytes)

LVs: 0 USED PPs: 0 (0 megabytes)
OPEN LVs: 0 QUORUM: 2

TOTAL PVs: 1 VG DESCRIPTORS: 2

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 1 AUTO ON: yes

MAX PPs per VG: 32512

MAX PPs per PV: 16256 MAX PVs: 2

LTG size (Dynamic): 256 kilobyte(s) AUTO SYNC: no

HOT SPARE: no BB POLICY: relocatable

Changing a volume group format

You can change the format of an original volume group to either big or scalable.
Once the volume group has been converted to a scalable format, it cannot be
changed into a different format. Before changing the format of a volume group
you must vary off the volume group.

In Example 6-24, we use the chvg -G command to change the format of the
volume group tttt from original to scalable.

Example 6-24 Changing a volume group to scalable vg format

# Tsvg tttt
VOLUME GROUP: tttt
00c478de00004c0000000107d3af5798

VG IDENTIFIER:

VG STATE: active PP SIZE: 128 megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 546 (69888
megabytes)

MAX LVs: 256 FREE PPs: 546 (69888
megabytes)

LVs: 0 USED PPs: 0 (0 megabytes)
OPEN LVs: 0 QUORUM: 2

TOTAL PVs: 1 VG DESCRIPTORS: 2

STALE PVs: 0 STALE PPs: 0
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ACTIVE PVs: 1 AUTO ON: no

MAX PPs per VG: 32512

MAX PPs per PV: 1016 MAX PVs: 32

LTG size (Dynamic): 256 kilobyte(s) AUTO SYNC: no

HOT SPARE: no BB POLICY: relocatable

# varyoffvg tttt

# chvg -G tttt

0516-1224 chvg: WARNING, once this operation is completed, volume group tttt
cannot be imported into AIX 5.2 or lower versions. Continue (y/n) ?

Yy

0516-1712 chvg: Volume group tttt changed. tttt can include up to 1024
physical volumes with 2097152 total physical partitions in the volume group.
# varyonvg tttt

# 1svg tttt

VOLUME GROUP: tttt VG IDENTIFIER:
00c478de00004c0000000107d3af5798

VG STATE: active PP SIZE: 128 megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 545 (69760
megabytes)

MAX LVs: 256 FREE PPs: 545 (69760
megabytes)

LVs: 0 USED PPs: 0 (0 megabytes)
OPEN LVs: 0 QUORUM: 2

TOTAL PVs: 1 VG DESCRIPTORS: 2

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 1 AUTO ON: no

MAX PPs per VG: 32768 MAX PVs: 1024

LTG size (Dynamic): 256 kilobyte(s) AUTO SYNC: no

HOT SPARE: no BB POLICY: relocatable

As shown, the maximum number of physical partitions is no longer defined on a
per disk basis, but rather applies to the entire volume group. As a consequence
of it, for scalable volume groups the 1svg command will no longer display the
maximum number of physical volumes per volume group.

Changing LTG size

By default, volume groups in AIX 5L Version 5.3 are created with variable logical
track group size. For volume groups created to be compatible with a previous
version of AIX 5L you can change the LTG size to 0, 128, 256, 512 or 1024. The
new LTG size should be less than or equal to the smallest of the maximum
transfer size of all disks in the volume group. You can change the LTG size for
testvg volume group using the following command:

chvg -L 128 testvg
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Changing the hot spare policy

To improve data availability, one or more disks from a volume group can be
designated as hot spares. Physical volumes that are to be used as hot spare
must have all physical partitions free. All logical volumes from the volume group
that contain hot spare disks must be mirrored. Information corresponding to
physical partition located on a failing disk will be copied from its mirror copy to
one or more disks from the hot spare pool according to the hot spare policy of the
volume group.

In Example 6-25, we offer an example of implementing hot spare policy
mechanism as follows:
» 1svg -p testlvg displays | physical volumes that are part of testlvg.

» chpv -hy hdisk5 tries to designate hdisk5 as hot spare but fails because
hdisk5 contains physical partitions that are allocated.

» chpv -hy hdisk4 designates hdisk4 as hot spare.

» 1spv hdisk4 shows that hdisk4 does not contain any allocated physical
partitions. The allocatable permission for this physical volume is set to no.

» chvg -hy testlvg changes the hot spare policy of the volume group to
migrate data from a failing disk to one spare disk as confirmed by 1svg
testlvg.

» chvg -hY testlvg changes the hot spare policy of the volume group to
migrate data from a failing disk to the entire pool of spare disks as confirmed
by Tsvg testlvg.

» chvg -hn testlvg disables the hot spare policy of the volume group as
confirmed by 1svg testlvg.

Example 6-25 Changing the hot spare policy of a volume group.

# 1svg -p testlvg

testlvg:

PV_NAME PV STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdiskb active 136 129 28..20..27..27..27
hdiské active 136 133 28..24..27..27..27
hdisk4 active 136 136 28..27..27..27..27

# chpv -hy hdisk5
0516-1302 chpv: Cannot make the hdisk5 as a hot spare disk because some of the
physical partitions
of hdisk5 are allocated.
# chpv -hy hdisk4
# 1spv hdisk4

PHYSICAL VOLUME: hdisk4 VOLUME GROUP: testlvg
PV IDENTIFIER: 00c5e9deb9bd80c3 VG IDENTIFIER
00c5e9de00004c0000000107a5b596ab

PV STATE: active
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STALE PARTITIONS:
PP SIZE:

TOTAL PPs:

FREE PPs:

USED PPs:

FREE DISTRIBUTION:
USED DISTRIBUTION:
# chvg -hy testlvg
# 1svg testlvg
VOLUME GROUP:

0

512 megabyte(s)

136 (69632 megabytes)
136 (69632 megabytes)
0 (0 megabytes)
28..27..27..27..27
00..00..00..00..00

testlvg

00c5e9de00004c0000000107a5b596ab

VG STATE:

VG PERMISSION:
megabytes)

MAX LVs:
megabytes)

LVs:

megabytes)

OPEN LVs:

TOTAL PVs:

STALE PVs:

ACTIVE PVs:

MAX PPs per VG:
MAX PPs per PV:
LTG size (Dynamic):
HOT SPARE:

# chvg -hY testlvg
# Tsvg testlvg
VOLUME GROUP:

active
read/write

256

3

O w o

3

32512

1016

256 kilobyte(s)
yes (one to one)

testlvg

00c5€9de00004c0000000107a5b596ab

VG STATE:

VG PERMISSION:
megabytes)

MAX LVs:
megabytes)

LVs:

megabytes)

OPEN LVs:

TOTAL PVs:

STALE PVs:

ACTIVE PVs:

MAX PPs per VG:
MAX PPs per PV:
LTG size (Dynamic):
HOT SPARE:

# chvg -hn testlvg
# 1svg testlvg
VOLUME GROUP:

active
read/write

256

3

o w o

3

32512

1016

256 kilobyte(s)
yes (one to many)

testlvg

00c5e9de00004c0000000107a5b596ab
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ALLOCATABLE:
LOGICAL VOLUMES:
VG DESCRIPTORS:
HOT SPARE:

MAX REQUEST:

VG IDENTIFIER:

PP SIZE:
TOTAL PPs:

FREE PPs:

USED PPs:
QUORUM:

VG DESCRIPTORS:
STALE PPs:

AUTO ON:

MAX PVs:

AUTO SYNC:

BB POLICY:

VG IDENTIFIER:

PP SIZE:
TOTAL PPs:

FREE PPs:

USED PPs:
QUORUM:

VG DESCRIPTORS:
STALE PPs:

AUTO ON:

MAX PVs:

AUTO SYNC:
BB POLICY:

VG IDENTIFIER:
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no
0

1

yes

256 kilobytes

512 megabyte(s)
408 (208896

398 (203776

10 (5120

o w N

yes
32

yes
relocatable

512 megabyte(s)
408 (208896

398 (203776

10 (5120

O W N

yes
32

no
relocatable
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VG STATE:

VG PERMISSION:
megabytes)

MAX LVs:
megabytes)

LVs:

megabytes)

OPEN LVs:

TOTAL PVs:
STALE PVs:
ACTIVE PVs:

MAX PPs per VG:
MAX PPs per PV:
LTG size (Dynamic):
HOT SPARE:
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active
read/write

256

3

o w o

3

32512

1016

256 kilobyte(s)
no

PP SIZE:
TOTAL PPs:

FREE PPs:
USED PPs:

QUORUM:
VG DESCRIPTORS:
STALE PPs:

AUTO ON:

MAX PVs:
AUTO SYNC:
BB POLICY:

512 megabyte(s)
408 (208896

398 (203776

10 (5120

no
relocatable

Changing the synchronization policy

Synchronization policy controls automatic synchronization of stale partitions
within the volume group. This flag has significance only for partitions that

correspond to mirrored logical volumes.

In Example 6-26, we use the chvg -s command to change the synchronization
policy. This is confirmed by the 1svg testlvg command.

Example 6-26 Changing synchronization policy of a volume group

# chvg -sy testlvg
# Tsvg testlvg
VOLUME GROUP:

testlvg

00c5e9de00004c0000000107a5b596ab

VG STATE:

VG PERMISSION:
megabytes)

MAX LVs:
megabytes)

LVs:

megabytes)

OPEN LVs:

TOTAL PVs:
STALE PVs:
ACTIVE PVs:

MAX PPs per VG:
MAX PPs per PV:
LTG size (Dynamic):
HOT SPARE:

active
read/write

256

3

o w o

3

32512

1016

256 kilobyte(s)
yes (one to many)

VG IDENTIFIER:

PP SIZE:
TOTAL PPs:

FREE PPs:
USED PPs:

QUORUM:
VG DESCRIPTORS:
STALE PPs:

AUTO ON:

MAX PVs:
AUTO SYNC:
BB POLICY:

512 megabyte(s)
408 (208896

398 (203776

10 (5120

yes
relocatable
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Changing the maximum number of physical partitions

In Example 6-27, we use the chvg -P command to change the maximum number
of physical partitions within a volume group. This is confirmed with the 1svg

testvg command.

Example 6-27 Changing the maximum number of physical partitions

# 1svg testvg
VOLUME GROUP:
00c5e9de00004c00000
00107a58c754e

VG STATE:

VG PERMISSION:
megabyt

es)

MAX LVs:

megabyt

es)

LVs:

OPEN LVs:

TOTAL PVs:

STALE PVs:

ACTIVE PVs:

MAX PPs per VG:

LTG size (Dynamic):
HOT SPARE:

testvg

active
read/write

256

O = O O

1

32768

256 kilobyte(s)
no

# chvg -P 2048 testvg

# 1svg testvg
VOLUME GROUP:

testvg

00c5e9de00004c0000000107a58c754e

VG STATE:

VG PERMISSION:
megabytes)

MAX LVs:
megabytes)

LVs:

OPEN LVs:

TOTAL PVs:
STALE PVs:
ACTIVE PVs:

MAX PPs per VG:
LTG size (Dynamic):
HOT SPARE:

active
read/write

256

O = O O

1

2097152

256 kilobyte(s)
no

VG IDENTIFIER:

PP SIZE:
TOTAL PPs:

FREE PPs:

USED PPs:
QUORUM:

VG DESCRIPTORS:
STALE PPs:

AUTO ON:

MAX PVs:

AUTO SYNC:

BB POLICY:

VG IDENTIFIER:

PP SIZE:
TOTAL PPs:

FREE PPs:

USED PPs:
QUORUM:

VG DESCRIPTORS:
STALE PPs:

AUTO ON:

MAX PVs:

AUTO SYNC:

BB POLICY:

16 megabyte(s)
4370 (69920

4370 (69920

0 (0 megabytes)
2

2

0

yes

1024

no

relocatable

16 megabyte(s)
4370 (69920

4370 (69920

0 (0 megabytes)
2

2

0

yes

1024

no

relocatable

Changing the maximum number of logical volumes

In Example 6-28 we used chvg -v command to change the maximum number of
logical volumes within a volume group. This is confirmed by 1svg testvg.
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Example 6-28 Changing the maximum number of logical volumes

# 1svg testvg
VOLUME GROUP:

testvg

00c5e9de00004c0000000107a58c754e

VG STATE:

VG PERMISSION:
megabytes)

MAX LVs:
megabytes)

LVs:

OPEN LVs:

TOTAL PVs:
STALE PVs:
ACTIVE PVs:

MAX PPs per VG:
LTG size (Dynamic):
HOT SPARE:

active
read/write

256

o= O O

1

2097152

256 kilobyte(s)
no

# chvg -v 4096 testvg

# 1svg testvg
VOLUME GROUP:

testvg

00c5e9de00004c0000000107a58c754e

VG STATE:

VG PERMISSION:
megabytes)

MAX LVs:
megabytes)

LVs:

OPEN LVs:

TOTAL PVs:
STALE PVs:
ACTIVE PVs:

MAX PPs per VG:
LTG size (Dynamic):
HOT SPARE:

active
read/write

4096

o = O O

1

2097152

256 kilobyte(s)
no

VG IDENTIFIER:

PP SIZE:
TOTAL PPs:

FREE PPs:

USED PPs:
QUORUM:

VG DESCRIPTORS:
STALE PPs:

AUTO ON:

MAX PVs:

AUTO SYNC:

BB POLICY:

VG IDENTIFIER:

PP SIZE:
TOTAL PPs:

FREE PPs:

USED PPs:
QUORUM:

VG DESCRIPTORS:
STALE PPs:

AUTO ON:

MAX PVs:

AUTO SYNC:

BB POLICY:

16 megabyte(s)
4370 (69920

4370 (69920

0 (0 megabytes)
2

2

0

yes

1024

no

relocatable

16 megabyte(s)
4370 (69920

4370 (69920

0 (0 megabytes)
2

2

0

yes

1024

no

relocatable

6.3.4 Unlocking a volume group

A volume group can become locked after an abnormal termination of an LVM
command. You can remove the lock using the chvg -u command.

6.3.5 Extending a volume group

You can increase the space available in a volume group by adding new physical
volumes using the extendvg command. Before adding a new disk you have to

ensure that the disk is in available state.

236 IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3



Draft Document for Review February 27, 2006 9:30 pm 7199¢ch06.fm

The system queries the disk to be added to obtain if it already contains an VGDA.
If the disk has one VGDA corresponding to another already varied on volume
group, the command exits. If the VGDA belongs to a volume group that is varied
off, the system will prompt the user for confirmation in continuing with command
execution. If the user says yes, the old VGDA is erased and all previous data on
that disk will be unavailable.

For volume groups created prior to AIX 5L Version 5.3 or for volume groups
created on AIX 5L Version 5.3 but varied on with the varyonvg -M command, the
extendvg will fail if the physical volume has a maximum transfer size smaller than
LTG of the volume group. For volume groups created on AIX 5L Version 5.3 and
varied on without varyonvg -M command, extendvg will dynamically lower the
LTG of the VG if the physical volume has a maximum transfer size smaller than
the LTG of the VG.

In Example 6-29, we showed how the extendvg command works by adding
hdisk4 and hdisk7 to testlvg as follows:
» Ispv shows that hdiské has already an PVID, while hdisk7 is clear

» extendvg testlvg hdisk7 assigns an PVID to hdisk7 and adds it to the
volume group testlvg as confirmed by 1svg -p testvg

» extendvg testlvg hdisk4 sensesthat hdisk4 appears to belong to a
volume that is not varied on and asks the user use the force flag

» extendvg -f testlvg hdisk4 forcibly adds hdisk4 to volume group testlvg
as confirmed by 1svg -p testlvg.

» extendvg -f testlvg hdiskl tries to forcibly add to testlvg volume group
physical volume hdiskl belonging to volume group rootvg and fails.

Example 6-29 Using the extendvg command to add disks to a volume group

# lspv

hdisk0 00c5e9de00091d6f rootvg active
hdiskl 00c5e9de00838438 rootvg active
hdisk2 00c5e9de0083864d dumpvg active
hdisk3 00c5e9dea557184b test2vg

hdisk4 00c5e9deb9bd80c3 None

hdiskb 00c5e9dea5571a32 testlvg active
hdiské 00c5e9deb8fllled testlvg active
hdisk7 none None

# extendvg testlvg hdisk7
0516-1254 extendvg: Changing the PVID in the ODM.
# 1svg -p testlvg

testlvg:

PV_NAME PV STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdisk5 active 136 129 28..20..27..27..27
hdisk6 active 136 133 28..24..27..27..27
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hdisk7 active 136 136 28..27..27..27..27
# extendvg testlvg hdisk4

0516-1398 extendvg: The physical volume hdisk4, appears to belong to

another volume group. Use the force option to add this physical volume

to a volume group.

0516-792 extendvg: Unable to extend volume group.

# extendvg -f testlvg hdisk4

# 1svg -p testlvg

testlvg:

PV_NAME PV STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdisk5 active 136 129 28..20..27..27..27
hdiské active 136 133 28..24..27..27..27
hdisk7 active 136 136 28..27..27..27..27
hdisk4 active 136 136 28..27..27..27..27

# extendvg -f testlvg hdiskl

0516-029 extendvg: The Physical Volume is a member of a currently
varied on Volume Group and this cannot be overidden.

0516-1397 extendvg: The physical volume hdiskl, will not be added to

the volume group.

0516-792 extendvg: Unable to extend volume group.

6.3.6 Reducing a volume group

You can remove a physical disk from a volume group using command reducevg.
The volume group must be varied on. When you remove the last physical volume
from the volume group, the VG will also be removed. For volume groups created
on AIX 5L Version 5.3 and varied on without using varyonvg -M, reducevg will
dynamically raise the LTG size if the remaining disks permit it. All logical volumes
residing on the disk to be reduced have to be closed before. If the logical
volumes on the physical volume specified to be removed also span other physical
volumes in the volume group, the removal operation may destroy the integrity of
those logical volumes, regardless of the physical volume on which they reside.

In Example 6-30, we show how the reducevg command works by deleting hdisk7
from testvg as follows:

» 1svg -p testvg shows that testvg contains physical volumes hdisk6 and
hdisk7

» 1Isvg -1 testvg show that testvg contains two opened mirrored logical
volumes.

» 1slv -1 Toglv0l shows that the log of this volume group is located on hdisk6

» reducevg testvg hdisk7 tries to delete physical volume hdisk7 but fails
because the physical volume contains opened logical volumes.

» reducevg -d testvg hdisk7 tries to forcibly delete physical volume hdisk7 but
fails because the physical volume contains opened logical volumes.
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» we close logical volumes 1v1, 1v2 and 1og1v01 by mounting corresponding file
systems

» reducevg testvg hdisk7 still does not work.

» reducevg -f testvg hdisk7 prompts the user for confirmation, deletes the
data located on physical volume hdisk7 and removes the disk definition from
testvg volume group

Example 6-30 Using the reducevg command

# 1svg -p testvg

testvg:

PV_NAME PV STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdisk6 active 546 541

110..104..109..109..109

hdisk7 active 546 542

110..105..109..109..109
# 1svg -1 testvg

testvg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
1vl jfs2 2 4 2 open/syncd /fsl

1v2 jfs2 2 4 2 open/syncd /fs2
Tog1v01 jfs2log 1 1 1 open/syncd N/A

# 1slv -1 loglv0l
1og1v01:N/A

PV COPIES IN BAND DISTRIBUTION
hdisk6 001:000:000  100% 000:001:000:000:000

# reducevg testvg hdisk7

0516-016 ldeletepv: Cannot delete physical volume with allocated
partitions. Use either migratepv to move the partitions or
reducevg with the -d option to delete the partitions.

0516-884 reducevg: Unable to remove physical volume hdisk7.

# reducevg -d testvg hdisk7

0516-914 rmlv: Warning, all data belonging to Togical volume
1vl on physical volume hdisk7 will be destroyed.

rmlv: Do you wish to continue? y(es) n(o)? y

0516-1008 rmlv: Logical volume 1vl must be closed. If the logical
volume contains a filesystem, the umount command will close
the LV device.

0516-884 reducevg: Unable to remove physical volume hdisk7.

# umount /fsl

# umount /fs2

# reducevg testvg hdisk7

0516-016 1deletepv: Cannot delete physical volume with allocated
partitions. Use either migratepv to move the partitions or
reducevg with the -d option to delete the partitions.

0516-884 reducevg: Unable to remove physical volume hdisk7.

# reducevg -d testvg hdisk7

0516-914 rmlv: Warning, all data belonging to Togical volume

Chapter 6. Disk storage management 239



7199¢ch06.fm

Draft Document for Review February 27, 2006 9:30 pm

1vl on physical volume hdisk7 will be destroyed.
rmlv: Do you wish to continue? y(es) n(o)? y
0516-914 rmlv: Warning, all data belonging to logical volume
1v2 on physical volume hdisk7 will be destroyed.
rmlv: Do you wish to continue? y(es) n(o)? y
# 1svg -p testvg

testvg:
PV_NAME PV STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdisk6 active 546 541

110..104..109..109..109

6.3.7 Resynchronizing the device configuration database

During normal operations, the information about volume groups from ODM
remains consistent with the LVM information contained in metadata like LVCBs
and VGDAs. If the ODM becomes corrupted, you first need to understand the
circumstances of the corruption before trying any corrective action.

The synclvodm command can be used to synchronize or rebuild information from
ODM, device files and LVM metadata structures such as VGDA or LVCB. ltems
that will be synchronized or rebuilt include:

The list of physical volumes that are part of the volume group

The name, major number and characteristics of the volume group
VGDAs for the volume group

Timestamps

Name and characteristics of logical volumes

Device special files corresponding to logical volumes and volume group
Stanzas from ODM referring to the volume group, logical and physical
volumes

vVVvyYvYyVvYYvYYyvyYYyYyY

Note: The synclvodm command does not resolve all corruption scenarios and
is not intended to be a substitute for problem determination and solving
techniques. Using synclvodm command improperly can make things worse.

The volume groups for which the system has inaccurate information must be
active for the resynchronization to occur.

To synchronize ODM to contain the latest LVM information for volume group
testvg use the following command:

# synclvodm testvg
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6.3.8 Exporting a volume group

There are situations when all data from a volume group needs to be moved from
one system to another system. You will need to delete any reference to that data
from the originating system

The exportvg command only removes volume group definition from the ODM
and does not delete any data from the physical disks. It clears the stanzas from
/etc/filesystem that correspond to the logical volumes contained in the exported
volume group, but it will not delete the mounting point. You cannot export a
volume group that contains an active paging space.

The mount point information of a logical volume will be missing from the LVCB if
it is longer than 128 characters.
To export the volume group testvg use the command:

# exportvg testvg

6.3.9 Importing a volume group

Importing a volume group means recreating the reference to the volume group
data and making that data available.

The following example shows the import volume group testvg using hdisk7:
# importvg -y testvg hdisk7

The importvg command reads the VGDA of one the physical volumes that are
part of the volume group. It uses redefinevg to find all other disks that belong to
the volume group. It will add corresponding entries into the ODM database and
update /etc/filesystems with the new values (if possible) for the new logical
volumes and their corresponding mount points.

If the specified volume group name is already in use, the importvg command will
fail because duplicate volume group names are not allowed.

It is possible that some of the imported logical volume names may conflict with
those already existing on the system. The importvg command will automatically
assign system default names to those that have been imported and send an error
message.

When you import a classical concurrent volume group you will have to change
the type of the volume group to enhanced concurrent.

Example 6-31 provides an example of how the importvg command works as
follows:
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» 1Isvg -1 test2vg shows that volume group named test2vg contains a logical
volume named 10g1v0 of type jfslog and a logical volume named test11v of
type jfs and having mounting point /testmp.

» There is a stanza in /etc/filesystems for /testmp

» On a different system we created another volume group containing one
physical volume and the same logical volumes as volume group test2vg. We
exported the volume group from that system and attached the disk drive to
our system. The disk drive is seen as hdisk5.

> importvg -y test2vg hdisk5 tries to import the volume group from hdisk5 using
the name test2vg which is already allocated and fails.

> importvg -y testlvg hdisk5 tries to import the volume group from hdisk5
under the new name testlvg and the operation completes successfully.
However, the names of logical volumes that reside on hdisk5 are changed to
names that are system generated. importvg command also informs us that
mounting point corresponding to logical volume test11v from hdisk5 was
already existing at the time of import.

» 1svg -1 testlvg shows the new names for two logical volumes imported.
Logical volume fs1v02 needs to have a new mounting point defined.

Example 6-31 Importing a volume group

# 1svg -1 test2vg

test2vg:
LV NAME TYPE LPs  PPs PVs LV STATE MOUNT POINT
testllv jfs 2 2 1 closed/syncd /testmp
1og1v00 jfslog 1 1 1 closed/syncd N/A
# cat /etc/filesystems|grep -ip test
/testmp:

dev = /dev/testllv

vfs = jfs

Tog = /dev/10og1v00

mount = false

options = rw

account = false

# importvg -y test2vg hdisk5

0516-360 getvgname: The device name is already used; choose a
different name.

0516-776 importvg: Cannot import hdisk5 as test2vg.

# importvg -y testlvg hdisk5

0516-530 synclvodm: Logical volume name testllv changed to fslv02.

0516-530 synclvodm: Logical volume name 1oglv00 changed to ToglvOl.

imfs: Warning: mount point /testmp already exists in /etc/filesystems.

testlvg

# 1svg -1 testlvg

testlvg:
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LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
fs1v02 jfs2 2 2 1 closed/syncd N/A
loglv0l jfs2log 1 1 1 closed/syncd N/A

An imported volume group is automatically varied on, unless it is concurrent
capable.

You should run the fsck command before mounting the file systems

6.3.10 Varying on a volume group

An already defined volume group can be activated using the varyonvg command
and made available for use. This process involves the following steps.

» The varyonvg command will open the corresponding file from /etc/vg to obtain
a lock for the volume group.

» Timestamps from each VGDA are read to make sure that information from
VGDA is not stale. The latest consistent copy of the VGDA is selected to be
further used as a reference point.

» If a majority of physical volumes are not accessible, the vary on fails. You will
need to forcibly varyon the volume group in order to activate it.

» The LVM metadata structures from all physical volumes are updated with
latest information about all physical volumes status.

» All physical volumes are updated to contain the latest consistent copy of the
VGDA.

» The LVM device driver is updated to contain the latest information about the
volume group.

» The syncvg command is called to synchronize stale partitions, if any.

You can use varyonvg -f command to forcibly vary on a volume group which
cannot be activated normally. This action does not guarantee data integrity and
should be done only in emergency cases.

You can use varyonvg -n command to vary on a volume group, without starting
to synchronize stale partitions automatically. This flag can be very useful when
you encountered disk problems and want to control the synchronization to be
sure that you have the correct data available.

In Example 6-32, we use the varyonvg command to activate testlvg volume
group as follows:

» Isvg testvg shows that all three physical volumes of testvg are active and
that quorum is active.
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» We physically remove hdisk7 from the system

» varyoffvg testvg and varyonvg testvg command force the system to verify

the availability of the physical volumes. hdisk7 is declared as missing as
confirmed by Tsvg -p testvg.

» We disable the quorum for testvg using chvg -Qn testvg and varyoff the
volume group testvg.

» varyonvg testvg fails to activate the volume group because one of the
physical volumes hdisk7 is missing.

» varyonvg -f testvg forcibly activates the volume group and declares hdisk7

missing
» chvg -Qy testvg activates the quorum

» We physically remove hdiské from the system and varyoff volume group
testvg

» varyonvg testvg fails to activate the volume group since there are not enough

active physical volumes to meet the quorum

» varyonvg -f testvg forcibly activates the volume group and puts hdiské and

hdisk7 in status removed.

Example 6-32 Using the varyonvg command

# 1svg testvg

VOLUME GROUP: testvg VG IDENTIFIER:
00c5e9de00004c0000000107d47002be

VG STATE: active PP SIZE: 128 megabyte(s)
VG PERMISSION: read/write TOTAL PPs: 1638 (209664
megabytes)

MAX LVs: 256 FREE PPs: 1638 (209664
megabytes)

LVs: 0 USED PPs: 0 (0 megabytes)
OPEN LVs: 0 QUORUM: 2

TOTAL PVs: 3 VG DESCRIPTORS: 3

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 3 AUTO ON: yes

MAX PPs per VG: 32512

MAX PPs per PV: 1016 MAX PVs: 32

LTG size (Dynamic): 256 kilobyte(s) AUTO SYNC: no

HOT SPARE: no BB POLICY: relocatable

# varyoffvg testvg
# varyonvg testvg

PV Status: hdisk5 00c5e9dea5571a32 PVACTIVE
hdisk6 00c5e9deb8fllled PVACTIVE
hdisk7 00c5e9deb9bda044 PVMISSING

varyonvg: Volume group testvg is varied on.
# 1svg -p testvg
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testvg:

PV_NAME PV STATE TOTAL PPs FREE PPs FREE DISTRIBUTION
hdiskb active 546 546

110..109..109..109..109

hdisk6 active 546 546

110..109..109..109..109

hdisk7 missing 546 546

110..109..109..109..109

# chvg -Qn testvg

# varyoffvg testvg

# varyonvg testvg

0516-056 varyonvg: The volume group is not varied on because a
physical volume is marked missing. Run diagnostics.

# varyonvg -f testvg

PV Status: hdisk5 00c5e9deab571a32 PVACTIVE
hdisk6é 00c5e9deb8fllled PVACTIVE
hdisk7 00c5e9deb9bda044 PVMISSING

varyonvg: Volume group testvg is varied on.

# chvg -Qy testvg

# varyoffvg testvg

# varyonvg testvg

0516-052 varyonvg: Volume group cannot be varied on without a
quorum. More physical volumes in the group must be active.
Run diagnostics on inactive PVs.

# varyonvg -f testvg

PV Status: hdisk5 00c5e9deab571a32 PVACTIVE
hdisk6 00c5e9deb8fllled PVREMOVED
hdisk7 00c5e9deb9bda044 PVREMOVED

varyonvg: Volume group testvg is varied on.

Varying off a volume group

The varyoffvg command will deactivate a volume group and logical volumes
within it. All logical volumes must be closed, which requires all file systems
associated with logical volumes be unmounted.

In Example 6-33, we use the varyoffvg command to deactivate volume group
test1vg and initially failed because logical volumes were opened.

Example 6-33 Using varyoffvg command

# varyoffvg testlvg

0516-012 Tvaryoffvg: Logical volume must be closed. If the logical
volume contains a filesystem, the umount command will close
the LV device.

0516-942 varyoffvg: Unable to vary off volume group testlvg.

# Tsvg -1 testlvg

testlvg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
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1v2 jfs2 2 2 1 open/syncd /fs2
1ogggg jfs2log 2 2 1 open/syncd N/A
# umount /fs2

# varyoffvg testlvg

# 1svg -0

dumpvg

test2vg

rootvg

6.3.11 Reorganizing a volume group

The reorgvg command is used to reorganize physical partitions within a volume
group. The physical partitions will be rearranged on the disks according to the
intra-physical and inter-physical policy allocation for each logical volume.

For this command to work the volume group must have at least one free partition
and relocatable flag of each of the logical volumes that you would like to organize
must be set.

In Example 6-34, the effects of the reorgvg command as follows:

» 1slv -1 Tvl shows that the percentage of logical partitions that belong to
logical volume Iv1 and are compliant with intra-physical allocation policies of
physical volumes hdisk6, hdisk5 and hdisk7

» After running reorgvg command the percentage of logical partitions compliant
with intra-physical allocation policies of physical volumes hdisk6, hdisk5 and
hdisk7 has increased to 100%.

Example 6-34 Using reorgvg command

# 1slv -1 1vl

Tvl:/fsl

PV COPIES IN BAND DISTRIBUTION

hdisk6 003:001:000 50% 002:002:000:000:000
hdiskb 003:000:000 33% 001:001:001:000:000
hdisk7 002:000:000 0% 001:000:000:000:001
# reorgvg testlvg

# 1slv -1 1vl

Tvl:/fsl

PV COPIES IN BAND DISTRIBUTION

hdiskb 003:000:000 100% 000:003:000:000:000
hdisk6 003:000:000 100% 000:003:000:000:000
hdisk7 003:000:000 100% 000:003:000:000:000

To reorganize only logical volumes 1vl and 1v1 from volume group testvg use

reorgvg testvg Tvl Tv2
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To reorganize only partitions located on physical volumes hdisk6 and hdisk7 that
belong to logical volumes Iv1 and Iv2 from volume group testvg use:

echo "hdisk6 hdisk7" | reorgvg -i testvg 1vl 1v2

6.3.12 Synchronizing a volume group

The syncvg command is used to synchronize stale physical partitions. It can
accepts as parameters names of logical volumes, physical volumes, or volume
groups. The synchronization process can be time consuming, depending on the
hardware characteristics and the total amount of data.

When the -f flag is used, synchronization is forced and an uncorrupted physical
copy is chosen and propagated to all other copies of the logical partition, whether
or not they are stale.

To synchronize the copies located on physical volumes hdisk6 and hdisk7 use
syncvg -p hdisk4 hdiskb

To synchronize the all physical partitions from volume group testvg use:

syncvg -v testvg

6.3.13 Mirroring a volume group

You can use the mirrorvg command to mirror all logical volumes within a volume
group.

In Example 6-35, after we extended rootvg to contain a second physical volume,
we used mirrorvg command to create a copy for each logical volume within
rootvg. Notice that rootvg volume group has all logical volumes mirrored and that
quorum has been disabled. Also a new BLV was created on the newly added
disk, the disk was included in the bootlist and the system rebooted.

Example 6-35 Using mirrorvg command to mirror rootvg volume group

# 1svg -p rootvg

rootvg:
PV_NAME PV STATE TOTAL PPs  FREE PPs FREE DISTRIBUTION
hdisk0 active 546 526

109..105..94..109..109
# extendvg rootvg hdiskl
0516-1254 extendvg: Changing the PVID in the ODM.
# mirrorvg rootvg
0516-1124 mirrorvg: Quorum requirement turned off, reboot system for this
to take effect for rootvg.
0516-1126 mirrorvg: rootvg successfully mirrored, user should perform
boshoot of system to initialize boot records. Then, user must modify
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bootlist to include: hdisk0 hdiskl.
# bosboot -ad /dev/hdiskl

bosboot: Boot image is 23795 512 byte blocks.
# bootlist -m normal hdiskO hdiskl
# 1svg -1 rootvg

rootvg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
hd5 boot 1 2 2 closed/syncd N/A
hdé paging 4 8 2 open/syncd N/A
hd8 jfs2log 1 2 2 open/syncd N/A
hd4 jfs2 1 2 2 open/syncd /

hd2 jfs2 9 18 2 open/syncd /usr
hd9var jfs2 1 2 2 open/syncd /var
hd3 jfs2 1 2 2 open/syncd /tmp
hdl jfs2 1 2 2 open/syncd /home
hd10opt jfs2 1 2 2 open/syncd /opt

#shutdown -Fr

6.3.14 Splitting and rejoining copies of a volume group

You can use splitvg command to split copy of a mirrored volume group into a
shapshot volume group. To split a volume group, all logical volumes in the volume
group must have a mirror copy and the mirror must be located on a disk or a set
of disks that contain only this set of mirrors. The original volume group will stop
using the disks that are part of the snapshot volume group. New logical volumes
and new mounting points will be created in the snapshot volume group. Both
volume groups will monitor changes of any physical partition so that when the
shapshot volume group is rejoined with the original volume group, the data will
remain consistent.

In Example 6-36, we use the splitvg command to split a volume group as
follows:

» Isvg -o displays all active volume groups

» 1svg -1 testlvg shows that all logical volumes are mirrored

» 1svg -p testlvg shows that testlvg contains two physical volumes

» splitvg -y newvg -c 1 testlvg splits testlvg and creates a snapshot
volume group named newvg

» 1svg -o confirms that newvg is active
» 1svg -1 newvg displays the new names for logical volumes within testvg

» 1svg -p testvg shows that hdisk6 is marked as snapshotpv
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Example 6-36 Using splitvg command to split a volume group

# 1svg -0
testlvg
test2vg
dumpvg
rootvg

# 1svg -1
testlvg:
LV NAME
Tvl

1v4

# 1svg -p
testlvg:
PV_NAME
hdiské
hdisk7

# splitvg
# 1svg -0
newvg
testlvg
test2vg
dumpvg
rootvg

# 1svg -1
testlvg:
LV NAME
1vl

Tv4

# 1svg -1
newvg:

LV NAME
fslvl
fslv2

# 1svg -p
testlvg:
PV_NAME
hdiské
hdisk7

testlvg
TYPE LPs  PPs PVs
jfs2 9 18 2
sysdump 2 4 2
testlvg
PV STATE TOTAL PPs
active 136
active 136
-y newvg -c 1 testlvg
testlvg
TYPE LPs  PPs  PVs
jfs2 9 18 2
sysdump 2 4 2
newvg
TYPE LPs PPs  PVs
jfs2 9 9 1
jfs2 2 2 1
testlvg
PV STATE TOTAL PPs
snapshotpv 136
active 136

LV STATE MOUNT POINT
closed/syncd /fsl
closed/syncd N/A

FREE PPs FREE DISTRIBUTION
118 28..17..25..27..21
125 28..27..25..27..18
LV STATE MOUNT POINT
closed/syncd /fsl
closed/syncd N/A

LV STATE
closed/syncd
closed/syncd

MOUNT POINT
N/A
N/A

FREE PPs FREE DISTRIBUTION
118 28..17..25..27..21
118 28..20..25..27..18

To rejoin the two copies of the volume group testlvg use the command

joinvg testlvg
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6.4 Managing logical volumes

Logical volumes provide applications the ability to access data as though it was
stored contiguously. A logical volumes consists of a sequence of one or more
numbered logical partitions. Each logical partition has at least one and maximum
three corresponding physical partitions which can be located on different physical
volumes. The location on the disk for physical partitions is determined by
intra-physical and inter-physical allocation policies.

For each logical volume there are two corresponding device files under /dev
directory. First is a character device and second is a block device.

6.4.1 Creating a logical volume

You can create logical volumes using the mk1v command. This command allows
to specify the name of the logical volume and its characteristics, such as the
number of logical partitions and their location.

In Example 6-37, we use the mk1v command to create within volume group
testlvg a logical volume named 1v3, of type jfs2, having 10 logical partitions,
located on hdiskb.

Example 6-37 Using the mklv command

# mklv -y 1v3 -t jfs2 -a im testlvg 10 hdisk5

1v3

# 1slv 1v3

LOGICAL VOLUME: 1v3 VOLUME GROUP:  testlvg

LV IDENTIFIER: 00c5e9de00004c0000000107a5b596ab.4 PERMISSION:
read/write

VG STATE: active/complete LV STATE: closed/syncd
TYPE: jfs2 WRITE VERIFY: off

MAX LPs: 512 PP SIZE: 512 megabyte(s)
COPIES: 1 SCHED POLICY: parallel
LPs: 10 PPs: 10

STALE PPs: 0 BB POLICY: relocatable
INTER-POLICY: minimum RELOCATABLE: yes
INTRA-POLICY: inner middle UPPER BOUND: 32

MOUNT POINT: N/A LABEL: None

MIRROR WRITE CONSISTENCY: on/ACTIVE
EACH LP COPY ON A SEPARATE PV ?: yes
Serialize I0 ?: NO

In Example 6-38, we use the mk1v command to create within volume group
testlvg a logical volume named 1v4, of type sysdump, having two logical
partitions, each having three copies, located on the center of three different disks
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(hdisk5, hdisk6 and hdisk7), being labeled demo-1abel and having maximum 5
logical partitions.

Example 6-38 Using the mklv command

# mklv -y 1v4 -t sysdump -a ¢ -e x -c3 -L demo-Tabel -x5 testlvg 2 hdisk5

hdiské hdisk7
1v4

# 1slv 1v4
LOGICAL VOLUME:
LV IDENTIFIER:
read/write

1va

VOLUME GROUP:

testlvg

00c5e9de00004c0000000107a5b596ab.5 PERMISSION:

VG STATE: active/complete LV STATE: closed/syncd
TYPE: sysdump WRITE VERIFY: off

MAX LPs: 5 PP SIZE: 512 megabyte(s)
COPIES: 3 SCHED POLICY: parallel

LPs: 2 PPs: 6

STALE PPs: 0 BB POLICY: relocatable
INTER-POLICY: maximum RELOCATABLE: yes
INTRA-POLICY: center UPPER BOUND: 32

MOUNT POINT: N/A LABEL: demo-Tabel

MIRROR WRITE CONSISTENCY: on/ACTIVE

EACH LP COPY ON A SEPARATE PV ?: yes

Serialize I0 ?:

NO

In Example 6-39, we use the mk1v command to create within volume group
testlvg a logical volume named 1v5, of type jfs2, having three logical partitions,
each having two pinned copies on different disks, read/write operations on the
two disks being done sequential, write-verify being enabled and I/O operations

being serialized.

Example 6-39 Using the mklv command

# mklv -y 1v5 -t jfs2 -c2 -rn -bn -ds -vy -oy testlvg 2 hdisk5 hdisk6

1v5

# 1slv 1vh
LOGICAL VOLUME:
LV IDENTIFIER:
read/write

1v5

VOLUME GROUP:

testlvg

00c5e9de00004c0000000107a5b596ab.6 PERMISSION:

VG STATE: active/complete LV STATE: closed/syncd
TYPE: jfs2 WRITE VERIFY: on

MAX LPs: 512 PP SIZE: 512 megabyte(s)
COPIES: 2 SCHED POLICY:  sequential

LPs: 3 PPs: 6

STALE PPs: 0 BB POLICY: non-relocatable
INTER-POLICY: minimum RELOCATABLE: no
INTRA-POLICY: middle UPPER BOUND: 32

MOUNT POINT: N/A LABEL: None

MIRROR WRITE CONSISTENCY: on/ACTIVE
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EACH LP COPY ON A SEPARATE PV ?: yes
Serialize I0 ?: YES

6.4.2 Removing a logical volume

The rmlv command is used to remove a logical volume. This command removes
only the logical volume, but does not remove other entities such as file systems
or paging spaces that were using the logical volume.

In Example 6-40, we offer an example of using rmlv to delete logical volumes as
follows:

» 1Isvg -1 testlvg displays all LVs that are contained in test1vg.

» rmlv 1v7 prompts for user confirmation and then deletes 1v7.

» Islv -1 1vl shows physical partitions of 1v1 are located on hdisk5, hdisk6
and hdisk7

» rmlv -p hdisk7 1vl tries to delete partitions of 1v1 located on hdisk7 and
prompts for user confirmation. Because 1v1 is opened the operation cannot
be executed.

» umount /fsl closes 1vl1.

» rmlv -p hdisk7 1vl tries to delete partitions of 1v1 located on hdisk7,
prompts for uses confirmation and completes successfully.

» 1slv -1 Tvl confirms that physical partitions of 1v1 located on hdisk7 were
deleted.

Example 6-40 Removing a logical volume

# 1svg -1 testlvg

testlvg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
vl jfs2 3 9 3 open/syncd /fsl
1v2 jfs2 2 4 2 closed/syncd /fs2
loggygg jfs2log 2 2 1 open/syncd N/A
1v3 jfs2 10 10 1 closed/syncd N/A
Tv4 sysdump 2 6 3 closed/syncd N/A
1v5 jfs2 3 6 2 closed/syncd N/A
1v6 jfs2 2 4 2 closed/syncd N/A
1v7 jfs2 2 4 2 closed/syncd N/A
# rmlv 1v7

Warning, all data contained on Togical volume 1v7 will be destroyed.
rmlv: Do you wish to continue? y(es) n(o)? y

rmlv: Logical volume 1v7 is removed.

# 1slv -1 1vl

Tvl:/fsl

PV COPIES IN BAND DISTRIBUTION
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hdisk5 003:000:000  100% 000:003:000:000:000
hdisk6 003:000:000  100% 000:003:000:000:000
hdisk7 003:000:000  100% 000:003:000:000:000

# rmlv -p hdisk7 1vl

0516-914 rmlv: Warning, all data belonging to Togical volume
1vl on physical volume hdisk7 will be destroyed.

rmlv: Do you wish to continue? y(es) n(o)? y

0516-1008 rmlv: Logical volume 1vl must be closed. If the logical
volume contains a filesystem, the umount command will close
the LV device.

# umount /fsl

# rmlv -p hdisk7 1vl

0516-914 rmlv: Warning, all data belonging to Togical volume
1vl on physical volume hdisk7 will be destroyed.

rmlv: Do you wish to continue? y(es) n(o)? y

# 1slv -1 1vl

Tvl:/fsl

PV COPIES IN BAND DISTRIBUTION

hdisk5 003:000:000 100% 000:003:000:000:000
hdisk6 003:000:000 100% 000:003:000:000:000
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6.4.3 Listing information about logical volumes

The 1s1v command displays information about the logical volumes.

In Example 6-41, we use the 1s1v command to display all details about a specific

logical volume.

Example 6-41 Using Islv to display details about a specific logical volume

# 1slv 1vl

LOGICAL VOLUME:
LV IDENTIFIER:
read/write

Tvl

VOLUME GROUP:

testlvg

00c5e9de00004c0000000107a5b596ab.1 PERMISSION:

VG STATE: active/complete LV STATE: closed/syncd
TYPE: jfs2 WRITE VERIFY: off

MAX LPs: 512 PP SIZE: 512 megabyte(s)
COPIES: 2 SCHED POLICY: parallel

LPs: 9 PPs: 18

STALE PPs: 0 BB POLICY: relocatable
INTER-POLICY: minimum RELOCATABLE: yes
INTRA-POLICY: inner edge UPPER BOUND: 32

MOUNT POINT: /fsl LABEL: None

MIRROR WRITE CONSISTENCY: on/ACTIVE
EACH LP COPY ON A SEPARATE PV ?: yes
Serialize 10 ?: NO
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The meaning of the fields in Example 6-41 are:
LOGICAL VOLUME The name of the logical volume.

LV IDENTIFIER
VG STATE
TYPE

MAX LPs

COPIES

LPs

STALE PPs
INTER-POLICY
INTRA-POLICY
MOUNT POINT

The identifier of the logical volume.
The state of the volume group.
The LV type.

The maximum number of logical partitions of the logical
volume.

The number of copies for each LP of the logical volume.
The number of LPs contained in the logical volume.
The number of LPs that are stale.

Inter-physical allocation policy.

Intra-physical allocation policy.

Mounting point for the file system residing on logical
volume, if existent.

MIRROR WRITE CONSISTENCY

MWC activated or not.

EACH LP COPY ON A SEPARATE PV

Serialize 10
VOLUME GROUP
PERMISSION

LV STATE

WRITE VERIFY
PP SIZE

SCHED POLICY
PPs

BB POLICY
RELOCATABLE

UPPER BOUND
LABEL

The degree of strictness.

Serialization of overlapping 10 states activated or not.
The name of the volume group which LV belongs to.
Access permissions.

State of the logical volume.

Write verify policy on or off.

The size of each partition.

Sequential or parallel scheduling policy for I/O operations.
The total number of physical partitions.

Bad block relocation policy.

Partitions belonging to this logical volume can be
relocated or not during reorganization.

Maximum number of disks in a mirror copy.
Label for the logical volume.

In Example 6-42, we use the 1s1v -1 command to display the distribution of the
physical partitions corresponding to logical volume 1v1 across regions of physical
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disks and the percentage of the physical partitions that are compliant with
intra-physical allocation policy.

Example 6-42 Using Islv -I to display logical volumes contained in a volume group

# 1slv -1 1vl

Tvl:/fsl

PV COPIES IN BAND DISTRIBUTION

hdisk5 009:000:000 66% 000:003:000:000:006
hdiské 009:000:000 66% 000:003:000:000:006

In Example 6-43, we use the 1s1v -m command to display the numbers of logical
partitions and their corresponding physical partitions.

Example 6-43 Using Islv -1 to display LPs and PPs number

# 1slv -m vl

Tvl:/fsl

LP PP1 PVl PP2 PV2 PP3 PV3
0001 0029 hdisk5 0029 hdisk6
0002 0030 hdisk5 0030 hdisk6
0003 0031 hdisk5 0031 hdiské6
0004 0110 hdisk5 0111 hdiské6
0005 0110 hdiské6 0112 hdiskb
0006 0111 hdiskb5 0112 hdiské6
0007 0113 hdisk5 0113 hdiské6
0008 0114 hdisk5 0114 hdiské
0009 0115 hdisk5 0115 hdiské6

In Example 6-44, we use the 1s1v -n command to display information about the
logical volumes read from the VGDAs of two different disks as follows:

» 1Isvg -1 testvg shows that testvg contains logical volume testvg.
» 1svg -p testvg shows that testvg contains hdisk5, hdisk6 and hdisk7.

» 1slv -m testlv shows that test1v has all partitions located on hdisk5 and
hdisk7

» 1Islv -n hdisk6 testlv displays information about logical volume test1v
read from VGDA located on hdisk6, although hdisk6 does not contains any
single partition belonging to testlv.

Example 6-44 Using Islv -n to display information about logical volumes

# 1svg -1 testvg

testvg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
testlv jfs2 3 6 2 closed/syncd /test
1og1v00 jfs2log 1 2 2 closed/syncd N/A
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copylv jfs2

# 1svg -p testvg

testvg:

PV_NAME PV STATE
hdiskb active
hdisk6 active
hdisk7 active

# 1slv -m testlv
testlv:/test

LP PP1 PVl
0001 0056 hdisk5
0002 0057 hdisk5
0003 0058 hdisk5
# 1slv -n hdisk6 testlv
LOGICAL VOLUME: testlv
LV IDENTIFIER:
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3 6 2 closed/syncd /copy
TOTAL PPs FREE PPs FREE DISTRIBUTION
273 266 55..48..54..54..55
273 273 55..55..54..54..55
273 266 55..48..54..54..55
PP2 PV2 PP3 PV3

0059 hdisk7
0060 hdisk7
0061 hdisk7

VOLUME GROUP: testvg

00c478de00004c0000000107c4419ccf.1 PERMISSION:

read/write

VG STATE: active/complete LV STATE: closed/syncd
TYPE: jfs2 WRITE VERIFY: off

MAX LPs: 512 PP SIZE: 256 megabyte(s)
COPIES: 2 SCHED POLICY: parallel

LPs: 3 PPs: 6

STALE PPs: 0 BB POLICY: relocatable
INTER-POLICY: minimum RELOCATABLE: yes
INTRA-POLICY: middle UPPER BOUND: 32

MOUNT POINT: /test LABEL: /test

MIRROR WRITE CONSISTENCY: on/ACTIVE
EACH LP COPY ON A SEPARATE PV ?: yes

Serialize 10 ?: NO

You can display the LVCB of a logical volume using intermediate level command
getlvcb as shown in Example 6-45.

Example 6-45 Using getlveb to display the LVCB

# getlvch -AT 1vl
AIX LVCB
intrapolicy = ie
copies = 3
interpolicy

m

Tvid = 00c5e9de00004c0000000107a5b596ab.1

Tvname = 1vl
label = None

machine id = 5E9DE4C00

number Tps = 9
relocatable = y
strict = y
stripe width = 0

stripe size in exponent = 0

256

IBM @server p5 and pSeries Administration and Support for AIX 5L V5.3



Draft Document for Review February 27, 2006 9:30 pm 7199¢ch06.fm

type = jfs2
upperbound = 32
fs =

time created = Wed Nov 23 15:30:44 2005
time modified = Wed Nov 23 18:08:52 2005

6.4.4 Increasing the size of a logical volume

Additional logical partitions can be added to an already existing logical volume
using the extendlv command. By default, the logical volume is expanded
preserving its characteristics. You can change these characteristics for the
partitions to be added only using flags. The initial characteristics of the whole
volume group will remain unchanged. You can specify one or multiple disk that
will accommodate newly defined partitions. You cannot exceed the maximum
number of partitions that was defined for the volume group. You can also specify
blocks whose size is measured in KB, MB or GB. The system will automatically
determine the minimum number of partitions to fulfill the request.

In Example 6-46, we use the extendlv command to extend logical volume 1v1
with three logical partitions located on inner-edge of both hdisk5 and hdiskeé.

Example 6-46 Using extendlv command

# 1slv -1 vl

Tvl:/fsl

PV COPIES IN BAND DISTRIBUTION

hdisk5 003:000:000 100% 000:003:000:000:000
hdiské 003:000:000 100% 000:003:000:000:000
# extendlv -a ie -ex Tvl 3 hdisk5 hdisk6

# 1slv -1 vl

Tvl:/fsl

PV COPIES IN BAND DISTRIBUTION

hdisk5 006:000:000 50% 000:003:000:000:003
hdiské 006:000:000 50% 000:003:000:000:003

6.4.5 Copying a logical volume

You can copy the content of a logical volume to either a new or an already
existent logical volume. To preserve data integrity you should ensure that the
destination logical volume is at least the size of the source logical volume.

The following example shows the use of the cplv command to copy logical
volume 1v1 to dumpvg volume group under the name of 1v8:

cplv -v dumpvg -y 1v9 1vl
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6.4.6 Creating copies of logical volumes

You can use the mk1vcopy command to increase the number of copies of logical
partitions. The logical volume will keep its characteristics. The new copies can be
synchronized either manually or automatically.

In Example 6-47 we used the mk1vcopy command to create and synchronize one
extra copy of each of the logical partitions of logical volume Tv1. Newly created
copies will be located on hdisk7.

Example 6-47 Using mklvcopy to create and synchronize extra copies of logical partitions

# 1slv -m 1vl

Tvl:/fsl

LP PP1 PVl PP2 PV2 PP3 PV3
0001 0029 hdisk5 0029 hdisk6

0002 0030 hdisk5 0030 hdiské

0003 0031 hdisk5 0031 hdiské6

0004 0110 hdiskb5 0111 hdisk6

0005 0110 hdiské6 0112 hdiskb

0006 0111 hdisk5 0112 hdiské

0007 0113 hdisk5 0113 hdisk6

0008 0114 hdisk5 0114 hdiské

0009 0115 hdiskb5 0115 hdiské6

# mklvcopy -k Tvl 3 hdisk7 &

# 1slv -m 1vl

Tvl:/fsl

LP PP1 PVl PP2 PV2 PP3 PV3
0001 0029 hdisk5 0029 hdiské 0110 hdisk7
0002 0030 hdiskb5 0030 hdisk6 0111 hdisk7
0003 0031 hdiskb5 0031 hdisk6 0112 hdisk7
0004 0110 hdisk5 0111 hdiské6 0113 hdisk7
0005 0110 hdiské6 0112 hdiskb5 0114 hdisk7
0006 0111 hdisk5 0112 hdiské 0115 hdisk7
0007 0113 hdisk5 0113 hdiské 0116 hdisk7
0008 0114 hdiskb5 0114 hdiské 0117 hdisk7
0009 0115 hdiskb 0115 hdiské 0118 hdisk7

6.4.7 Changing characteristics of logical volumes
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You can use chlv command to change the characteristics of an already existing
logical volume. If you change attributes that affect location of physical partitions
they will not affect already existing partitions, but only partitions that will be
subsequently added or deleted. If the changes you make affect the file system
residing on that logical volume, you will have to update file system characteristics
as well.
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In Example 6-48, we use the ch1v command to change for logical volume 1v1 the
maximum number of logical partitions to 1000 and scheduling policy for 1/0
operations to parallel/round-robin.

Example 6-48 Changing logical volume characteristics

# 1slv 1vl

LOGICAL VOLUME: Tvl VOLUME GROUP:  testlvg

LV IDENTIFIER: 00c5e9de00004c0000000107a5b596ab.1 PERMISSION:
read/write

VG STATE: active/complete LV STATE: opened/syncd
TYPE: jfs2 WRITE VERIFY: off

MAX LPs: 512 PP SIZE: 512 megabyte(s)
COPIES: 3 SCHED POLICY: parallel
LPs: 9 PPs: 27

STALE PPs: 0 BB POLICY: relocatable
INTER-POLICY: minimum RELOCATABLE: yes
INTRA-POLICY: inner edge UPPER BOUND: 32

MOUNT POINT: /fsl LABEL: None

MIRROR WRITE CONSISTENCY: on/ACTIVE
EACH LP COPY ON A SEPARATE PV ?: yes

Serialize 10 ?: NO

# chlv -x 1000 -d pr 1vl

# 1slv 1vl

LOGICAL VOLUME: Tvl VOLUME GROUP:  testlvg

LV IDENTIFIER: 00c5e9de00004c0000000107a5b596ab.1 PERMISSION:
read/write

VG STATE: active/complete LV STATE: closed/syncd
TYPE: jfs2 WRITE VERIFY: off

MAX LPs: 1000 PP SIZE: 512 megabyte(s)
COPIES: 3 SCHED POLICY: parallel/round robin
LPs: 9 PPs: 27

STALE PPs: 0 BB POLICY: relocatable
INTER-POLICY: minimum RELOCATABLE: yes
INTRA-POLICY: inner edge UPPER BOUND: 32

MOUNT POINT: /fsl LABEL: None

MIRROR WRITE CONSISTENCY: on/ACTIVE
EACH LP COPY ON A SEPARATE PV ?: yes
Serialize 10 ?: NO

6.4.8 Splitting a logical volume

You can use the splitlvcopy command to split a logical volume which has at
least two copies of each logical partition into two different logical volumes. The
newly created logical volume will have the same characteristics as the original.
We recommend to close the logical volume to be spitted. If the original logical
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volume contains a file system, the data from the newly created logical volume will
have to be accessed as a different file system.

In Example 6-49, we use the splitlvcopy command to split a logical volume in 2
copies as follows:

>

>

Tsvg -1 testvg shows that testvg contains logical volume test1v of type jfs2
and having /test as mounting point

1s1v -m testlv shows that test1v has three mirror copies located on hdisk5,
hdisk6 and hdisk7

splitlvcopy -y copylv testlv 2 tries to split the logical volume, prompts for
user confirmation because testlv is open and data may be corrupted

umount /test closes logical volume testlv
splitlvcopy -y copylv testlv 2 splits the logical volume
Tsvg -1 testvg shows that the new logical volume copylv has been created

1slv -m testlv shows that test1v has now only two mirrored copies, located
on hdisk5 and hdisk6

1s1v -m copylv shows that copylv contains partitions from hdisk7

1s1v copylv displays characteristics of the newly created logical volume
copylv. Notice that the logical volume does not have a mounting point

crfs -v jfs2 -d /dev/copylv -m /copy creates the file system structure for copylv

Example 6-49 Using splitlvcopy

# Tsvg -1 testvg

testvg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT
testlv Jfs2 3 9 3 open/syncd  /test
Tog1v00 jfs2log 1 1 1 open/syncd N/A

# 1slv -m testlv

testlv:/test

LP PP1 PVl PP2 PV2 PP3 PV3

0001 0056 hdiskb 0056 hdisk6 0056 hdisk7

0002 0057 hdiskb
0003 0058 hdiskb

0057 hdisk6
0058 hdisk6

0057 hdisk7
0058 hdisk7

# splitlvcopy -y copylv testlv 2
splitlvcopy: WARNING! The logical volume being split, testlv, is open.

Splitting an open Togical volume may cause data loss or corruption
and is not supported by IBM. IBM will not be held responsible for
data loss or corruption caused by splitting an open Togical volume.
Do you wish to continue? y(es) n(o)? n

# umount /test
# splitlvcopy -y copylv testlv 2
copylv
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# 1svg -1 testvg

testvg:

LV NAME TYPE LPs  PPs PVs LV STATE MOUNT POINT
testlv jfs2 3 6 2 closed/syncd /test
1og1v00 jfs2log 1 1 1 closed/syncd N/A

copylv jfs2 3 3 1 closed/syncd N/A

# 1slv -m testlv
testlv:/test

LP PP1 PVl PP2 PV2 PP3  PV3
0001 0056 hdiskb 0056 hdisk6

0002 0057 hdiskb 0057 hdisk6

0003 0058 hdiskb 0058 hdisk6

# 1slv -m copylv

copylv:N/A

LP PP1 PVl PP2 PV2 PP3  PV3

0001 0056 hdisk7
0002 0057 hdisk7
0003 0058 hdisk7
# 1slv copylv

LOGICAL VOLUME: copylv VOLUME GROUP: testvg

LV IDENTIFIER: 00c478de00004c0000000107¢c4419ccf.3 PERMISSION:
read/write

VG STATE: active/complete LV STATE: closed/syncd
TYPE: jfs2 WRITE VERIFY: of f

MAX LPs: 512 PP SIZE: 256 megabyte(s)
COPIES: 1 SCHED POLICY: parallel
LPs: 3 PPs: 3

STALE PPs: 0 BB POLICY: relocatable
INTER-POLICY: minimum RELOCATABLE: yes
INTRA-POLICY: middle UPPER BOUND: 32

MOUNT POINT: N/A LABEL: /test

MIRROR WRITE CONSISTENCY: on/ACTIVE
EACH LP COPY ON A SEPARATE PV ?7: yes
Serialize 10 ?: NO

# crfs -v jfs2 -d /dev/copylv -m /copy
File system created successfully.
786204 kilobytes total disk space.

New File System size is 1572864

6.4.9 Removing a copy of a logical volume

You can use the rmlvcopy command to remove copies of logical partitions of a
logical volume.

In Example 6-50, we use the rmlvcopy command to remove a set of copies for
logical partitions test1v as follows:
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hdiské and hdisk7.

mirror copies.

hdisk5, and hdisk7.

Example 6-50 Using rmlvcopy

1sTv -m testlv shows that test1v has three mirror copies located on hdisk5,

rmlvcopy testlv 2 hdisk6 removes copies located on hdisk6 and leaves 2

1sTv -m testlv shows that test1v has now two mirror copies located on

# 1slv -m testlv
testlv:/test

LP PP1 PV1
0001 0056 hdisk5
0002 0057 hdisk5
0003 0058 hdisk5
# rmlvcopy testlv
# 1slv -m testlv
testlv:/test

LP PP1 PV1
0001 0056 hdisk5
0002 0057 hdisk5
0003 0058 hdisk5

PP2 PV2

0056 hdisk6

0057 hdisk6

0058 hdisk6
2 hdiské

PP2 PV2

0059 hdisk7
0060 hdisk7
0061 hdisk7

PP3  PV3

0059 hdisk7
0060 hdisk7
0061 hdisk7

PP3  PV3

6.5 Summary of the LVM commands

All LVM commands have corresponding menus in SMIT.

Table 6-2 provides a summary of LVM commands, their corresponding SMIT fast
path and a short description of each command.

Table 6-2 Summary of LVM commands

Command SMIT fast path Description

chpv smit chpv changes characteristics of a physical
volume

Ispv smit Ispv lists information about physical volumes

migratepv smit migratepv migrates physical partitions from one
physical volume to other(s)

mkvg smit mkvg creates a volume group

Isvg smit Isvg lists information about volume groups
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Command SMIT fast path Description

reducevg smit reducevg removes a physical volume from a
volume group

chvg smit chvg changes characteristics of a volume
group

importvg smit importvg imports the definition of a volume group
into the system

exportvg smit exportvg removes the definition of a volume group
from the system

varyonvg smit varyonvg activates a volume group

varyoffvg smit varyoffvg deactivates a volume group

mklv smit mklv creates a logical volume

Islv smit Islv lists information about logical volume

chlv smit chlv changes characteristics of a logical
volume

rmlv smit rmlv deletes a logical volume

extendlv smit extendlv extends a logical volume

mklvcopy smit mklvcopy creates a copy of a logical volume

rmivcopy smit rmlvcopy removes a copy of a logical volume
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File systems

File systems represent a convenient way to store and access data from a logical
vol