
VIEW POINT

As Generative AI (Gen-AI) is getting ready to transform business models, 
enterprises are facing unseen cybersecurity risks and hidden costs of AI 
adoption. Business leaders must not overlook the rising security costs of 
protecting Gen-AI models and contextual data. This POV provides a simple 
framework to understand the holistic cost of building security controls 
which helps enterprises to balance business change with security risks. 

Abstract 

SECURITY COST TAG OF 
GENERATIVE AI



Gen-AI is a big leap forward in enterprise AI adoption. As 
enterprises are rushing in to implement Gen-AI solutions, 
according to Infosys Topaz Gen-AI report, nearly 75% of the 
enterprises with over 10 Billion USD revenues have started 
implementing Gen-AI solutions1. This large-scale adoption by 
giving control to the users is revolutionizing business models. 
Business users can complete tasks through contextual prompts 
to the Gen-AI applications.

The rapid adoption of Gen-AI is not without cybersecurity risks. 
Cyber risks are aimed at model theft, data poisoning, injection, 
and loss of confidential data from Large Language Models (LLMs). 
For instance, Gen-AI trained on medical records or clinical 
patient data can potentially leak health information and violate 
regulations. Further hackers are able exploit the applications 
integrated to the LLM or the data pipeline, feeding data to AI 
through remote override capabilities. 

Businesses are still adapting, innovating, and customizing 
security controls for AI to stay competitive. The cost of building 
security controls around Gen-AI powered technologies is 
important for the success of AI and overall enterprise-wide 
adoption. This point of view gives a framework to build a security 
cost tag for each AI product or service in an enterprise.

For instance, enterprises are building software by code 
generating co-pilots, which can auto-complete, generate code 
snippets on prompts, improve code and automate tasks such as 
testing and deployment. Without any security risks, 40% of the 
code generated by GitHub co-pilot has vulnerability issues2. Co-
pilots trained on publicly available code amplify security risks in 
the software products and services they build. Assuming the list 
price for the co-pilot is 100 USD for the enterprise, and an effort 
of 50 USD for securing the code built by the co-pilot. The actual 
cost tag of the co-pilot is 150 USD and not 100 USD. 

Why should we calculate the security cost of Gen-AI?

Figure 1 - Security Threats to Enterprise AI applications
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“Gen-AI is a double edge sword which accelerates business outcomes as well as increases cyber risk. 

At Infosys, our focus is to use AI for Security for amplifying enterprise risk resilience. For effective AI-based cyber 

defense for our enterprise customers, we need to understand the cost of securing AI and the impact of AI on 

business outcomes.”  

Sangamesh Shivaputrappa, Associate Vice President, Infosys CyberSecurity



Gen-AI is based on foundation Large Language Models (LLM) which are gigantic data systems trained on terabytes of information available in 
public domain. Calculation of security cost of Gen-AI for enterprise use cases need an intricate understanding of system design, data analysis 
and impact of hidden potential security risks. As Gen-AI infiltrates into the strategic vision of enterprises, a holistic framework is needed. 
The security cost tag includes the following costs:

Cost of protecting against inference attacks 
The act of engaging a trained LLM to generate an output is called 
as “Inference”. It is critical to understand the inference cost of a 
Gen-AI application as it is a significant portion of the compute 
resources used by LLM models. Adversaries repeatedly ask LLM to 
generate output, analyze it to collect insights on the data used by 
Gen-AI training or understand the statistical characteristics of AI 
model. 

Contextualization cost  
The effectiveness of Gen AI applications is the level of 
personalization and enterprise context relevant to the enterprise 
business case. There is a need to fine tune the model using 
enterprise data which is assessed by the internal security teams. 
This fine tuning is repeated multiple times to get the desired 
outcome, customize it to the business or test if there are no risk of 
data loss. This fine tuning is expensive as cost depends on number 
of parameters fine tuned and the number of iterations of the 
training cycle. Open AI estimates around 2.5 USD for 10K tokens 
over 3 iterations or epochs. In an enterprise scale

and complexity, the number of parameters and iterations run in 
millions making contextualization a significant cost3.

Data protection cost  
An attacker can introduce backdoors or tamper with data such 
that your model produces inaccurate or unwanted results. If your 
models produce outputs that include automated activity, this 
kind of attack can amplify the impact of failure. Enterprises need 

to spend on data protection controls like encryption, masking or 
adding advance protection controls like differential privacy on the 
data sets consumed by the Gen-AI applications.

Running cost  
Security assessments, testing for vulnerability and re-deploying 
the AI tools consume high costs for enterprises in terms of talent 
and infrastructure costs. In the cloud ecosystem, enterprises 
need to consider the operating expenditures of computing and 
storing. Re-patching and re-deploying to avoid vulnerability issues 
could require activities involving higher cost such as fetching 
data, engineering features, training, testing, storing, and model 
deployment. This is one reason why smaller LLM models are 
gaining popularity. Microsoft Research has released a suite of 
small language models (SLMs) called “Phi” that achieve remarkable 
performance on a variety of benchmarks including minimal 
running cost4. 

Talent cost  
Cyber-attacks through prompt injection complicates the attack 
surface because now an attacker only needs to think about clever 
ways to structure and order queries to make an application using 
Gen-AI based on how a LLM behaves in unexpected, unintended, 
and undesired ways by its administrators. This lowers the barrier 
to entry, leading to Gen-AI producing code that can exploit 
a computer. Organizations will need to train their employees 
through partner training programs. It will be necessary to 
understand how Gen-AI prompts functions.

How to calculate the security cost tag?
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Figure 2 – Calculation of Security Cost of Gen-AI
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In the past, we have gained the power to manipulate rivers by building dams to change the food chain around us. This was done without 
understanding the disruption we brought down to the ecological balance of the planet. In the next few decades, we will have AI-first 
companies collect valuable data from day one, use that data to train predictive models, then use those predictions to change the way we 
operate our businesses. This can potentially create large security and ethical concerns which might risk our own existence. 

Infosys recommends a 3-stage process to find the right cost of security risks from Gen-AI applications and products.

How to implement security cost tag for all enterprise AI investments?
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While traveling long distances by road, we notice heavy industrialized areas across large cities. These huge factories will have a high 
barbed fences, locked gates and signs saying, “No Trespassing”. We will never know the purpose of the complex machinery from outside. 
We only see the product or the environmental impact of these factories. This is like the Opaque LLMs which power Gen-AI. In some sense, 
the user will not understand the risk of the decisions taken by the AI model or security risk of the training data. Many of the AI products can 
have security debt or can accumulate security debt. The accumulation of security debt is a vulnerability waiting to be exposed by a cyber-
attack. This is because of nature of the training of LLM models. Even a small amount of misleading data can act like extrinsic molecules. 
The AI models can sustain damage without showing any sign of breach until an attack pushes it across the tipping point on giving our 
unwanted data.

1. Know your AI impact 
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Figure 3 - Know your AI impact and threats

Enterprises must use 5 layers of protection to build the right security controls for Gen-AI applications across data, model, user layer, 
application layer and perimeter. The complexity of the security controls also depends on the sensitive data and the nature of business.

2. Build the right security controls 
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Figure 4- Building the right security controls

“The greatest crimes in modern history resulted not just from hatred and greed, but even more so from ignorance and indifference.”

                -   Yuval Noah Harari, 21 Lessons, Justice Chapter 7

The success of OpenAI’s ChatGPT has kickstarted an AI-arms race. Each tech giant is building Gen-AI applications aiming at changing the 
dynamics of work and business. Though enterprises are struggling to keep pace with Gen-AI development, it is predicted to become a 
1.3 Trillion Market by 20328. There is a constant stream of new cybersecurity challenges and exposure to existing security weaknesses of 
Generative AI. 

In a traditional supply chain, enterprises get a detailed list of inventories of goods and services from the source. It is critical to understand 
the breakdown of the Gen-AI capabilities and under the hood view of complex algorithms, software components and data decision-making. 
This will enable enterprises to capture the risks early on and successfully adopt Gen-AI for their business by understanding the security cost 
associated with it. Security cost tag of Gen-AI enables enterprises to navigate the dynamic landscape of cyber threats and balance innovation 
with responsible AI guardrails.

Conclusion - What are the best practices and how can we move ahead

World Economic Forum estimates the cost of cyber-crime to be around 10.5 trillion USD by 20255. Disclosure of the potential security risks of 
AI and related products should be regulated. Beyond advocacy groups, very less focus is there on security cost of AI. Enterprises should shift 
the focus by publishing the cost of securing their AI investments and build industry standard benchmarks. For instance, NIST standard can be 
used to understand risk factors such as type of AI – Gen-AI or Predictive AI, learning method and the data used for training, attacker’s goal, 
attacker’s capabilities, and attacker’s ability to understand the learning process6.

3. Start a virtuous cycle 

https://www.infosys.com/services/data-ai-topaz/responsible-ai-vision-purpose.pdf


Karthik Nagarajan   
Practice Manager and Senior Industry Principal

Karthik heads the Infosys Data Protection and Privacy services. He has 17+ years of experience in product 
design and consulting services, with an expertise in AI, data privacy and customer experience strategy.
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