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Coated superconducting radio-frequency (SRF) cavities are planned to be implemented in the Future Circular 
Collider (FCC) at the European Organization for Nuclear Research (CERN). The interest in industrialized and 
high-performance processes for fabrication of the corresponding copper substrates has thus risen. Tubular 
hydroforming is a well-known industrial process, but has not been thoroughly applied for ultra-pure oxygen-
free electronic copper (Cu-OFE) thick products. To provide a feasibility analysis for the optimized fabrication 
process of copper substrate seamless cavities, a Forming Limit Diagram (FLD) of the material of interest was 
studied. In this paper, the methodology, test results and initial benchmark of the material model is presented, for 
4 mm and 2 mm thick sheets.
1. Introduction

The manufacturing of superconducting radio-frequency (SRF) ellipti-
cal cavities for particle accelerators typically involves large deformation 
processes (e.g. deep drawing, spinning, hydroforming) of pure copper 
or pure niobium sheet-like products. Cavities made of spun Cu half-
cells welded along the equator and coated with a Nb thin film (Nb/Cu) 
were developed and employed at CERN in the LEP project [1], and are 
currently being operated in the CERN Large Hadron Collider (LHC); if 
compared to bulk niobium, these coated cavities provide increased ther-
mal stability while offering significant cost savings for series production 
[1]. Also due to such cost effectiveness considerations, Cu substrates fall 
within the baseline for the Future Circular Collider (FCC) [2]. The pos-
sibility of eluding a circumferential weld in correspondence with the 
equator of elliptical cavities, can drive further reduction of fabrication 
costs, while also allowing for enhanced SRF performance. Consequently, 
extensive research is being conducted to improve the techniques for 
coating copper substrates with niobium (Nb) or niobium-tin (Nb3Sn) 
thin films [3], [4], [5], [6], [7].

For many years, hydroforming (HF) has been regarded as a promising 
process for jointly meeting the requirements of RF performance and cost 
reduction. Previous attempts to obtain single or multi-cell cavities from a 
tube have been carried out by different high energy-physics laboratories 

worldwide. Notable efforts include those by researchers at CERN [8], by 
KEK [9], as well as subsequent work by teams at DESY [10] and [11]. 
These endeavors have encountered numerous challenges, particularly 
due to the need of achieving good precision and surface quality, while 
mastering multiple steps of large deformation. The activities discussed 
in this study are part of a broader campaign conducted by the authors 
and their team at CERN, focusing on modeling and characterizing large 
deformation processes employed in the fabrication of components for 
particle accelerators [12] [13].

Specifically, in the case of elliptical seamless SRF cavities, the com-
bination of advanced process simulations utilizing finite element model-
ing (FEM), innovative material characterization techniques, and reliable 
fabrication methods can potentially pave the way for optimizing produc-
tion through hydroforming (i.e., obtaining the final cavity shape with 
the least number of forming steps and intermediate annealing steps). 
To assess the feasibility of a process through FEM simulations, precise 
models of the mechanical behavior and material-specific failure mod-
els are required. These models should accurately define the formability 
and failure limits of the initial products, subjected to significant defor-
mations in the case under investigation.

The analysis of in-plane true strains in the Forming Limit Diagram 
(FLD) is still the most established method for failure detection of sheet 
metal forming processes in industrial practice; this approach has proved 
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Fig. 1. Schematic Forming Limit diagram (FLD) containing an arbitrary Forming 
Limit Curve (FLC), which represents the onset of necking in the material, and the 
Fracture Forming Limit (FFL) together with the Shear Fracture Forming Limit 
(SFFL), representing where the ultimate failure occurs.

valid for strain paths which remain linear during the deformation pro-
cess [14] [15]. FLDs for pure copper and copper alloys of reduced 
thickness (less than 1 mm) exist in the literature [16], as well as Cu 
OFE mechanical characterization in the context of SRF [17]. However, 
forming limit diagrams for oxygen-free electronic copper (Cu–OFE) and 
for increased thickness (above 1 mm) have not yet been explored in de-
tail and will be the subject of this paper.

FLDs for 2 mm and 4 mm thick Cu–OFE sheets are obtained thanks to 
a simplified approach, by performing tensile tests on two specimen ge-
ometries leading to uni-axial and quasi plane-strain paths. The validity 
of the specimens geometry has been benchmarked with FEM simula-
tions. The presented results focus mainly on the strain domain between 
uni-axial and plane-strain deformation paths (corresponding to the 2nd 
quadrant of the FLD) which appears to be the region of interest for op-
timal forming (less thinning, wrinkles avoidance, higher forming limit).

For completeness, the obtained FLD results have been compared with 
theoretical models. For general illustration purposes, Fig. 1 presents a 
typical FLD, containing information on the onset of necking (i.e. forming 
limit curve, FLC) and also on the Fracture Forming Limit (FFL, cor-
responding to the rupture of the material) and on the Shear Fracture 
Forming Limit (SFFL, rupture in the shear region).

2. Materials and methods

2.1. Preparation and characterization of Cu–OFE sheets

2 mm and 4 mm thickness copper–OFE sheets in half-hard temper 
state (H02) were used (material purchased according to ASTM B152, 
ASTM F68 and EN 13604). These thicknesses were selected to repre-
sent a common value after forming steps and a typical starting thickness 
for SRF applications. Specimens were extracted by micro water jet cut: 
on one hand for the preliminary material characterization (hardness, 
grain size, tensile mechanical properties) and on the other hand, for the 
construction of the FLD through tensile tests employing Digital Image 
Correlation. After extraction and prior to testing, the specimens were 
subjected to a heat treatment at 600 ◦C under vacuum (<1.10−5 mbar) 
for 2 hours, in order to achieve a soft annealed state. With such treat-
ment, the yield strength of the material is reduced with respect to the 
ultimate strength, while elongation at break is increased, thus increas-
2

ing the formability of the material.
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Table 1

Chemical composition of the 4 mm thick Cu–OFE sheet from the 
material certificate (type 3.1 acc. to EN 10204). All values are 
expressed in weight ppm except Cu which is in weight%. The mea-
surements were obtained by spark and gas optical emission spec-
trometry.

Cu Ag As Bi Cd Fe Mn Ni

99.996 11.4 1.8 0.6 0.4 1.2 < 0.2 3.5

O P Pb S Sb Se Sn Te Zn

1.3 < 0.3 1.3 6.8 1 0.9 < 0.7 < 2 < 0.1

Table 2

Grain size and Vickers hardness measurements of the Cu–OFE 2 mm and 4 
mm thick sheets, before and after heat treatment. Load force for the HV tests 
was set to 100 g, values reported are average value and standard deviation 
of 5 measurements.

Sheet 
Thickness

Condition G ASTM E112 (equivalent 
diameter in μm)

Hardness, 
HV0.1

4 mm As-received (1/2 hard) G8 (22 μm) 95 ± 3
4 mm Annealed (2 h at 

600 ◦C in vacuum)
G6 (44 μm) 45 ± 4

2 mm As-received (1/2 hard) G7.5 (26 μm) 81 ± 6
2 mm Annealed (2 h at 

600 ◦C in vacuum)
G5.5 (52 μm) 49 ± 0

The chemical composition of the Cu–OFE raw material (values from 
the material certificate type 3.1 acc. to EN-10204) is shown in Table 1. 
Table 2 provides the summary of grain size and hardness measurements 
(obtained according to ASTM E112 and to ISO 6507–1 respectively) per-
formed on as-received and after heat treatment specimens.

Representative microstructure images of the as-received and the 
heat-treated 4 mm thick sheet are shown in Fig. 2.

For the simplified FLD construction, the two specimen geometries 
presented in Fig. 3 were employed; these are designated as “UA” for 
uni–axial and “PS” for plane–strain, and are extracted with their main 
axis parallel to the sheets longest direction (assumed to be the sheet 
rolling direction), hereafter referred as 0 degree orientation. The “UA” 
specimen geometry is in accordance with the ASTM E8 subsize speci-
men (this geometry was also employed for the preliminary tensile tests), 
whereas the PS specimen geometry was adapted from [18] to fit with the 
hydraulic gripping wedges of the universal mechanical testing machine 
used for the tests (Zwick Z250, ZwickRoell GmbH). For each thickness 
(i.e. 2 mm and 4 mm) three specimens were tested for the UA condition, 
and two for PS condition. Additional 2 mm thickness UA specimens were 
cut at 45 and 90 degrees with respect to the sheet longest direction, in 
order to assess the planar anisotropy. For the preliminary tensile tests, 
the axial deformation was monitored by means of video–extensometer, 
while for the FLD construction, a Digital Image Correlation (DIC) system 
(Q400-3D, Limess Messtechnik und Software GmbH) was also employed.

The strain rate of the tests was set to 0.015 1/s. Such value is in line 
with the strain rate values to which the material is submitted during 
HF process; the HF strain rate values have been benchmarked through 
FEM simulations, considering an axial advancement of the hydroform-
ing dies equal to 1 mm/s, typical for such process. Cu–OFE is rather 
insensitive to strain rate variations up to 103 s−1 [17], which is largely 
within the range applicable to the HF process under study. This leads 
to the assumption that the chosen strain rate is valid for this study and 
similar low strain rate deformation processes. However, for high strain 
rate applications, such as explosion forming, dedicated FLD tests at cor-
responding strain rates are recommended.

A pre–load of 3 MPa was applied. For the DIC, a stochastic pattern 
was applied to the specimens surface, consisting of a base layer of acrylic 
matte white paint with a graphite black paint speckle. The acquisition 
frequency was kept in the range of 10 – 15 Hz in order to obtain be-

tween 400 and 600 valid frames for a single test. The facet-size used 
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Fig. 2. Representative microstructure images of the as-received (half-hard) and heat-treated (600 ◦C, 2 h, under vacuum) Cu OFE 4 mm thick sheet. Etched in a 50% 
vol. nitric acid-water solution. Original magnification: 100x.
Fig. 3. Schematic drawings for specimens subjected to plane strain “PS” (left) 
and uni-axial “UA” strain paths (right). Dimensions in mm.

ranged from 25 to 29 pixels (corresponding to about 1.5 mm) and the 
grid spacing (distance between facets centers) was set between 7 and 
10 px (corresponding to 0.5 mm). These parameters allowed to obtain a 
certain overlap for each analyzed sub-element. The experimental setup 
is shown in Fig. 4 and consists of two cameras (2 MegaPixel, 50 mm fo-
cal length) connected to a DAQ system and a PC equipped with ISTRA 
4D software for image acquisition, target calibration and images/data 
post-processing.

Unless explicitly specified, the strain values presented below are con-
sistently expressed in true values, to facilitate direct comparison and 
exploitation of the results with FEM simulations. The measured mate-
rial properties derived from the preliminary tensile tests are shown in 
Table 3 for 4 mm thick specimens and in Table 4 and Table 5 for the 
2 mm thick specimens. The curves obtained in the experiment are pre-
sented in Fig. 5 and Fig. 6 for 4 mm thick specimens (specimens cut with 
its longest dimension parallel to the longest dimension of the sheet, i.e. 
0 degree angle) and in Figs. 7 and 8 for 2 mm thick specimens (spec-
imens cut with its longest dimension with at an angle of 0, 45 and 90 
degrees with respect to the longest dimension of the sheet).

For the purchase of copper tubes for hydroforming, they should be 
delivered in soft annealed state (O60) in accordance with ASTM B188, 
or in the R200 material condition in accordance with EN 13600. How-
ever, since the minimum yield strength is not defined in these standards, 
it is recommended to request the lowest achievable value to obtain max-
3

imum formability, comparable to the material condition in this study. If 
Table 3

Tensile test results for 4 mm thick Cu-OFE annealed sheets. Values shown are 
the average and one standard deviation from 3 specimens. Key: 𝑅𝑝0.2: Yield 
strength at 0.2% offset, 𝑅𝑝1.0: Yield strength at 1.0% offset, 𝑅𝑚: Ultimate 
tensile strength, 𝐴𝑔 : Total elongation at maximum force, 𝐴25𝑚𝑚: Elongation at 
break (on a 25 mm gauge length), 𝑅𝑝0.2

𝑅𝑚

: Ratio of 𝑅𝑝0.2 to 𝑅𝑚, 𝑛0.02−0.20 true strain: 
Strain hardening exponent (calculated over true strain range from 0.02 to 
0.20).

Orientation w.r.t. 
sheet long direction

𝑅𝑝0.2 (MPa) 𝑅𝑝1.0 (MPa) 𝑅𝑚 (MPa) 𝐴𝑔 (%)

0 degrees 32.0 ± 0.8 41.2 ± 0.8 226.5 ± 0.2 37.6 ± 0.6

Orientation w.r.t. 
sheet long direction

𝐴25𝑚𝑚 (%)
𝑅𝑝0.2

𝑅𝑚

(%) 𝑛0.02−0.20 true strain (-)

0 degrees 63.7 ± 0.8 14.1 ± 0.4 0.535 ± 0.003

the material is delivered in a hardened state, an initial annealing would 
be required to achieve maximum formability. Regarding grain size, it is 
recommended to purchase a product with the smallest possible size to 
minimize the ‘orange peel’ effect upon deformation, which might affect 
the quality of the thin film coating.

2.2. Validation of specimen geometry by FEM simulations

The maximum and average strain (𝜀1 and 𝜀2) -recorded by DIC in 
a square of 4x4 mm in the center of both UA and PS specimens- were 
benchmarked with FEM simulations with the goal of assessing whether 
the proposed specimen geometries were featuring the anticipated UA 
and PS strain path conditions in such sub-region of interest.

The tensile tests were simulated via FEM using LS-Dyna software. 
Fully integrated shell elements (ELFORM 16) were applied. The model 
for the PS specimens contained 10886 elements with a mesh size varying 
between 0.5 mm in the region of interest (middle part of the sample) 
to 1.7 mm on the specimen extremities. For the UA specimen, 7740 
elements were employed, varying in size from 0.2 mm to 1 mm.

The material properties used for the simulations, including the 
Young’s modulus and Poisson’s ratio, are obtained from reference lit-
erature for polycrystalline pure copper, as their precise measurement 
is beyond the scope of this study. These properties are summarized in 
Table 6.

*MAT-PIECEWISE-LINEAR-PLASTICITY (*MAT-024) material model 
was used for both specimen geometries. This model features an elasto-
plastic material representation, with an arbitrary stress-strain input 

curve which was obtained through experimental tensile tests (as de-
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Fig. 4. Left image: Plane strain “PS” sample mounted on the hydraulic grips of the tensile testing machine with the video-extensometer pointing on one surface and 
the DIC cameras on the opposite surface. Right image: close-up view of the PS sample after rupture.

Table 4

Tensile test results for 2 mm thick Cu-OFE annealed sheets. * Values shown for 𝑅𝑝0.2 and 
𝑅𝑝1.0 are the average from 4 specimens, the rest of parameters are the average of 2 spec-
imens. Key: 𝑅𝑝0.2: Yield strength at 0.2% offset, 𝑅𝑝1.0: Yield strength at 1.0% offset, 𝑅𝑚 : 
Ultimate tensile strength, 𝐴𝑔 : Total elongation at maximum force, 𝐴25𝑚𝑚 = Elongation at 
break (on a 25 mm gauge length), 𝑅𝑝0.2

𝑅𝑚

= Ratio of 𝑅𝑝0.2 to 𝑅𝑚, 𝑛0.02−0.20 true strain: Strain hard-

ening exponent (calculated over true strain range from 0.02 to 0.20), 𝑟20%𝑝𝑙𝑎𝑠𝑡𝑖𝑐𝑠𝑡𝑟𝑎𝑖𝑛: r-value 
(calculated at 20% engineering plastic strain).

Orientation w.r.t. 
sheet long direction

𝑅𝑝0.2∗ (MPa) 𝑅𝑝1.0∗ (MPa) 𝑅𝑚 (MPa) 𝐴𝑔 (%)

0 degrees 40.8 ± 0.2 48.2 ± 0.3 224.5 ± 0.4 41.1 ± 1.4
45 degrees 40.2 ± 0.2 47.6 ± 0.2 220.6 ± 0.3 43.4 ± 0.6
90 degrees 43.4 ± 1.6 51.1 ± 1.7 231.9 ± 0.0 37.6 ± 0.3

Orientation w.r.t. 
sheet long direction

𝐴25𝑚𝑚 (%) 𝑅𝑝0.2∕𝑅𝑚 (%) 𝑛0.02−0.20𝑡𝑟𝑢𝑒𝑠𝑡𝑟𝑎𝑖𝑛 (-) 𝑟20%𝑝𝑙𝑎𝑠𝑡𝑖𝑐𝑠𝑡𝑟𝑎𝑖𝑛 (-)

0 degrees 63.2 ± 1.6 18.1 ± 0.0 0.522 ± 0.001 0.85 ± 0.02
45 degrees 64.7 ± 0.2 18.2 ± 0.1 0.513 ± 0.002 0.99 ± 0.03
90 degrees 56.4 ± 1.5 18.3 ± 0.4 0.529 ± 0.004 0.81 ± 0.04

Fig. 5. True stress-strain curves of 4 mm thick specimens cut at 0◦ with respect to the sheet longest dimension. Three specimens were tested. Note that all curves 
4

are superposed denoting a high repeatability.
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Fig. 6. Engineering stress-strain curves of 4 mm thick specimens cut at 0◦ with respect to the sheet long direction. Three specimens were tested.

Fig. 7. True stress-strain curves of 2 mm thick specimens cut along three orientations (0, 45 and 90◦ with respect to the sheet longest direction). Two specimens for 
each orientation were tested.

Fig. 8. Engineering stress-strain curves of 2 mm thick specimens cut along three orientations (0, 45 and 90◦ with respect to the sheet longest direction). Two 
5

specimens for each orientation were tested.
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Table 5

Anisotropy values calculated according to the man-
ual method of ISO-10113 and based on the r-values 
obtained from specimens tested at 0, 45 and 90 de-
grees orientation (shown in the previous table).

Weighted average plastic strain ratio 𝑟𝑎𝑣𝑔 0.91
Degree of planar anisotropy Δ𝑟 −0.16

Table 6

Material properties used in the simulation.

Density Young’s modulus Poisson ratio

8894 𝑘𝑔∕𝑚3 125 𝐺𝑃𝑎 [19] 0.34 [19]

Fig. 9. Boundary conditions and mesh for PS and UA specimens.

scribed in the Section 2.1). MAT-024 model applies isotropic material 
properties by default; Table 5 provides evidence supporting the valid-
ity of this assumption in the present case, as the obtained r-values (𝑟𝑎𝑣𝑔
= 0.91, Δ𝑟 = −0.16) indicate that Cu-OFE annealed sheets exhibit a 
rather isotropic behavior. In the simulation, a fixed boundary condi-
tion is defined on one extremity of the specimen, with a given grip 
length (specific for each specimen geometry) as implemented in the ex-
periments. A vertical displacement, featuring the same grip length, is 
6

applied on the other extremity as shown in Fig. 9.

Fig. 10. Post-processed DIC image of a UA specimen during a test, with a schemati
length of 4 mm used to compute the “maximum” and “average”’ necking limit crite
12004-2.
Materials & Design 244 (2024) 113191

2.3. FLD construction

2.3.1. Failure by onset of necking: the forming limit curve (FLC)

Two different approaches were used for FLC calculation: experimen-
tal tensile tests on UA and PS specimens, and theoretical Forming Limit 
Curves based on Swift-Hill and Storen-Rice models.

Tensile tests on UA and PS specimens DIC data (major 𝜀1 and minor 𝜀2
strain values for each x, y coordinate of the different sub-elements) was 
recorded and analyzed up to the frame (or time step) at which the strain 
field was discontinued due to a high distortion of the speckle pattern. 
This occurs at the most strained region the specimen, where the ma-
terial has exceeded the onset of necking but ultimate rupture has not 
yet been reached. The subsequent analysis was performed with the last 
exploitable frame recorded before the above-mentioned loss of signal. 
With the acquired data, three criteria were applied for assessing the 
necking threshold: a less conservative criterion (“maximum strain”), a 
moderately conservative (“average strain”) and more conservative cri-
terion (“according to ISO 12004-2”).

For the first one, the necking limit was set at the maximum recorded 
major true strain 𝜀1 (and the corresponding minor true strain 𝜀2) along a 
gauge placed on the necking region and with a length equal to the sheet 
thickness (thus 2 mm or 4 mm, respectively). For the second criterion, 
the limit was set at the computed average strain value along the same 
gauge length. These two criteria are assumed to be close to the man-
ual approach proposed in [20], which is typically employed to record 
forming limit diagrams in metal-sheet workshops. For the third crite-
rion a data post-processing routine was conceived and employed for the 
analysis of a strain profile to obtain 𝜀1 – 𝜀2 pairs; such routine has been 
adapted from [21], and discards the peak strains around the crack posi-
tion. In this last criterion, the strain gauge length is coherently reduced 
(with respect to ISO 12004-2) to fit with the specimen geometry. Fig. 10
depicts the virtual gauges employed for the different criteria, in the case 
of a 4 mm thick uni-axial tensile specimen.

For UA specimens, each point (or 𝜀1 – 𝜀2 pair) in the FLC represents 
the average results for three virtual gauges (one line profile placed in 
the axis of three different specimens). For PS specimens, each point (or 
𝜀1 – 𝜀2 pair) represents the average of six virtual gauges (three parallel 
line profiles spaced about 2 mm in the central region of two different 
specimens). All 𝜀1 – 𝜀2 pairs are plotted with a vertical and a horizon-
tal error bar corresponding to one standard deviation (in the vertical 
direction for 𝜀1–axis and in the horizontal direction for 𝜀2–axis).

Theoretical forming limit curves Two theoretical forming limit curves 
were calculated from the strain hardening index n, experimentally mea-
sured on the Cu-OFE samples (considering a power law formula for 
the flow stress–strain curve): the Swift-Hill’s model, employed in [22]

and [17], and the Storen-Rice’s model, initially described by [23] and 

c representation of a line profile (strain vs. position) containing a virtual gauge 
ria, and a virtual gauge of 24 mm used to obtain the necking limit acc. to ISO 
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employed in the work of [22]. These models, which assume isotropic 
material behavior, are both based on bifurcation theory (which focus 
on the instability mechanisms at which a material transitions from a 
uniform deformation state to a localized necking) and are widely used 
in industry.

Swift-Hill’s model

This model introduces the use of a parameter 𝛼 as a ratio between minor 
and major strain.

𝛼 = 𝜀2∕𝜀1 (1)

In this study, special focus is given to the zone of FLD between uniaxial 
tension and plane strain, which corresponds to negative minor strain, 
thus to 𝛼 < 0. For negative minor strains, the Hill’s equations describing 
major (2) and minor (3) strain are the following:

𝜀1 =
𝑛

1 + 𝛼
(2)

𝜀2 =
𝑛𝛼

1 + 𝛼
(3)

Storen-Rice model

This model, foresees onset of necking for negative minor strain, as pre-
sented in equations (4) and (5).

𝜀1 =
𝑛

1+𝛼

1−𝑛
2 +

√
(1+𝑛)2

4 − 𝑛𝛼

(1+𝛼)2

(4)

𝜀2 =
𝛼(𝛼2 + 𝑛(2 + 𝛼)2)

2(2 + 𝛼)(1 + 𝛼 + 𝛼2)
(5)

The FLCs were calculated with strain hardening index n=0.535 for 
4 mm thick sheet and n=0.521 for 2 mm thick sheet, respectively. Such 
n values are the averaged results obtained from the tensile tests of the 
UA specimens. In Fig. 18 and Fig. 19 both theoretical models are plot-
ted together with FLC experimental points, based on the methodology 
explained in 2.3.1.

2.3.2. Failure by rupture: the fracture forming limit (FFL) and shear 
fracture forming limit (SFFL) curves

The typical application of FLD focuses on the onset of necking, as 
primary failure mechanism; the use of FLC thus usually suffices. For 
SRF considerations, though, the domain of micro and macro fracture be-
comes of interest, as surface quality is of utmost importance for SRF per-
formance. In such case, SFFL and FFL curves should also be investigated. 
In this context, owing to the significant deformations and the resulting 
increased variability in values, a decision was made to adopt a more 
systematic and comparable calculation methodology, which was previ-
ously absent in the relevant literature. In order to streamline the process 
and enhance comprehension of the methods employed, the methodol-
ogy can be primarily classified into two strain states: UA and PS.

In the UA case, the whole area of the specimen around the fracture 
is supposed to be at the expected strain path conditions (𝜀1 = −2𝜀2, con-
sidering an isotropic material) which allows the calculation of the strain 
components 𝜀2 (6) and 𝜀3 (7) from the observation of the fracture sur-
face and, consequently, 𝜀1 by applying volume conservation (8), where 
𝜀2 is the minor (plastic) true strain, 𝑤0 is the initial width, 𝑤𝑓 is the fi-
nal width; 𝜀3 is the along-thickness (plastic) true strain, 𝑡0 is the initial 
width, 𝑡𝑓 is the final width; 𝜀1 is the major (plastic) true strain.

𝜀2 = ln
(
𝑤𝑓

𝑤0

)
(6)

𝜀3 = ln
(
𝑡𝑓

𝑡0

)
(7)

𝜀1 = −(𝜀2 + 𝜀3) (8)

In this process, at least 15 measurements of both thickness and width 
7

were taken from the fractured surfaces. Based on the observation of 
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Fig. 11. Top view of a ruptured UA specimen (inspected using an optical micro-
scope). Thickness and width measurement for estimating different points in the 
FFL.

the rupture surfaces, which are not perfectly rectangular, three distinct 
boundaries were established, which lead to three different fracture lim-
its. The criterion referred as “effective limit” is determined following 
the guidelines of ASTM E8 standard, specifically concerning the mea-
surements used to calculate the reduction in fracture area. This criterion 
enables to approximate the fracture surface to a parabolic shape in two 
dimensions, as outlined in equations (9)(10).

𝑡𝑒 =
𝑡1 + 4𝑡𝑚𝑖𝑛 + 𝑡2

6
(9)

𝑡𝑚𝑖𝑛 =min 𝑡𝑖 (10)

where 𝑡𝑒 is the “effective” thickness, 𝑡1 and 𝑡2 are, respectively, the thick-
ness values on each side of the specimen, 𝑡𝑚𝑖𝑛 is the minimum measured 
thickness. From “effective” thickness, the “effective” 𝜀3 can be calcu-
lated.

By applying the same process for “effective” width one could com-
pute 𝜀2. And again applying conservation of volume, “effective” 𝜀1 can 
be calculated and in consequence the UA fracture point to include in the 
FLD.

To derive an upper limit, the minimum values for thickness and 
width were employed (this results in a less conservative threshold, as 
it considers highest levels of deformation). To draw a lower limit, the 
maximum values for thickness and width were used (this results in a 
more conservative threshold).

𝑡𝑚𝑎𝑥 =max 𝑡1, 𝑡2 (11)

A schematic representation of the measurements that can be taken 
on a fractured surface to derive the different fracture points is shown in 
Fig. 11.

However, in the case of PS it was observed, thanks to the DIC, that 
not all the specimen width exhibits plane strain state (this can be seen 
in Section 3.1). Namely, the outermost areas near the specimen edge 
display a non-negligible 𝜀2 (values larger than -0.1). Therefore, based 
also on DIC results, only the zone exhibiting quasi plane-strain which 
encompasses an 11 mm width (Fig. 12) was considered for the FFL esti-
mation.

This zone was used to calculate the strain component 𝜀3 by measur-
ing the thickness along its extent (Fig. 12). The value of 𝜖2 for determin-
ing the Fracture Forming Limit of PS specimens, has been assumed to 
be the same obtained for the FLC, as it is expected that the strain path 
evolves vertically from the necking limit to the ultimate failure in this 
condition (plane strain). After having 𝜖2 and 𝜖3, the 𝜖1 is obtained by 
volume conservation (Equation (8)). For the FFL estimation in PS con-
dition, an average thickness was calculated and shown solely for the 
4 mm-thick sheet, as the measurements for the 2 mm specimen were 
deemed insufficiently accurate.

The points (𝜖1–𝜖2 pairs) acquired through the measurement of the 

rupture surface of UA specimens are considered to be the intersection 
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Fig. 12. Top view of the rupture surface of a PS specimen (inspected using an optical microscope) showing several thickness measurement points along the region 
of interest (about 11 mm) which has been submitted to plane strain deformation during the whole test.
Table 7

Slopes (𝑎) used in Equation (12) to 
obtain SFFL curves.

Reference Slope value

Jawale 2018 [24] 1.01
Correia 2016 [25] 1.17
Silva 2019 [26] 1.41

point between the SFFL and FFL curves; this interpretation leads to a 
conservative scenario in terms of failure. The FFL curve was determined 
through a linear regression of the points obtained from both UA and PS 
at fracture. To construct the SFFL curve, experimental data points for 
UA were combined with parameters from relevant literature, as listed 
in Table 7. The slopes used for the SFFL curve were derived from previ-
ous studies on copper sheets of varying thicknesses. Three slopes, with 
material properties closest to those in this study, were selected. Using 
the UA fracture limit point from this work and a slope, the parameter 𝑏
was determined according to equation (12), positioning the SFFL curves 
in the FLD diagram.

𝜀1 = 𝑎𝜀2 + 𝑏 (12)

Obtained SFFL and FFL curves are presented in Section 3.3.

2.4. Surface roughness and hardness correlation with strain

Apart from the forming limit diagram, other material parameters can 
play a crucial role in the fabrication and operation of SRF components. 
For instance, surface quality (e.g. surface roughness, presence of voids 
open to the surface, presence of exogenous elements like hydrogen) is 
of paramount importance, as it can have an impact on the cavity per-
formance. Deformation-induced roughness (the cause of the so called 
‘orange-peel’) is therefore of interest for processes like hydroforming, 
where the cavity inner surface is not smoothened by a die (as is the case 
for spinning or deep drawing). In HF process, the cavity inner surface 
will feature zones with different roughness values that depend on the 
initial roughness conditions and grain size of the material, and on the 
level of strain reached locally during the process. Moreover, eventual 
defects like micro-cracks and pores on the surface of the cavities can 
also be detrimental to the cavity downstream fabrication processes and 
to its ultimate performance [27].

Hardness measurements can also be of interest for estimating the 
mechanical properties of parts produced by large deformation processes, 
and can be useful to benchmark FE simulations.

Measurements of hardness (HV 0.1 kgf) and average surface rough-
ness (Ra) in function of strain are presented in this paragraph; as these 
represent complementary and useful information for the determination 
of the hydroforming process yield. Hardness measurements were per-
formed with a micro-hardness testing machine and according to the ISO 
6507–1 and roughness measurements were done with a contact pro-
filometer and according to the ISO1997. Measurements were performed 
on ruptured UA specimens of both 2 mm and 4 mm thickness at various 
positions, namely 1 mm, 1.5 mm, 2 mm, 3 mm, 5 mm, 7 mm, 10 mm, 
and 15 mm from the rupture tip (see Fig. 13 and Fig. 14).

The objective was to establish a correlation between strain levels 
and the aforementioned parameters. Optical microscopy was utilized to 
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measure the final width and thickness at each position. This allowed 
Fig. 13. Width, thickness, average surface roughness (Ra) and hardness were 
measured at 1 mm, 1.5 mm, 2 mm, 3 mm, 5 mm, 7 mm, 10 mm, and 15 mm from 
the rupture tip, on 4 mm thickness specimen. Top: Top surface view, Bottom: 
lateral cross-section view. Inspected with optical microscope.

Fig. 14. Width, thickness, average surface roughness (Ra) and hardness were 
measured at 1 mm, 1.5 mm, 2 mm, 3 mm, 5 mm, 7 mm, 10 mm, and 15 mm from 
the rupture tip, on 2 mm thickness specimen. Top: Top surface view, Bottom: 
lateral cross-section view. Inspected with optical microscope.

to determine 𝜀2 and 𝜀3 and, subsequently, calculate 𝜀1 through volume 
conservation. It should be noted that this approach is a simplification 
for the calculation of 𝜀1, as assumptions of volume conservation may be 
less accurate for non-homogeneous plastic deformation.

For roughness analysis, each data point represents the average of 
two Ra values from roughness profiles taken from the top and bottom 
surfaces of the ruptured specimen. In terms of hardness, the points rep-
resent the average value derived from three measurement points at each 
position: 1/4, 1/2, and 3/4 of the specimen’s thickness. The results are 

presented in Section 3.4.
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Fig. 15. UA specimen DIC image (top) and simulation (bottom) comparison.

Fig. 16. PS specimen DIC image (top) and simulation (bottom) comparison. Comparison of 𝜀 (left) and 𝜀 (right).
The surface aspect of the UA specimens after rupture was examined 
with a scanning electron microscope SEM (FE-SEM ZEISS Sigma) using a 
secondary electron detector with accelerating voltage = 20 kV, working 
distance = 11 mm and aperture = 60 um as parameters.

3. Results and discussion

3.1. Benchmark of FE simulations and experimental results

The comparison between simulated and experimental tests with DIC 
is depicted in Fig. 15 (for UA specimen) and Fig. 16 (for PS specimen), 
showcasing the major strains (𝜖1) and minor strains (𝜖2) across the entire 
surface.

Additionally, the simulations are compared to experimental tests by 
evaluating a virtual gauge length of 4x4 mm placed on the region of 
maximum deformations in 4 mm thick specimens, as shown in Fig. 17.

For dog-bone shaped ASTM E8 subsize specimen, the uni-axial strain 
9

path was confirmed. Note that at major strains above 0.7, the strain path 
1 2

presents higher slope (it deviates gradually towards a plane strain con-
dition until final rupture). For the PS specimen, a quasi-plane strain path 
was obtained (minor strain about -0.02) which is considered valid for 
the scope of the present study. A good matching between experimental 
and simulated strain paths is observed, therefore the geometry of both 
specimens was validated.

3.2. Forming limit curves

Figs. 18 and 19 depict the major (𝜀1) and minor (𝜀2) strain points 
for both UA and PS specimens, obtained through the implementation of 
each criterion as described in Section 2.3.1. The Forming Limit Curve 
(FLC) is defined, in the presented simplified method, by the straight line 
connecting the UA and PS points.

Also in Figs. 18 and 19 it can be observed that the FLC curves ob-
tained with the ‘Maximum’ criterion, the ‘Average’ criterion and the 
criterion ‘according to ISO 12004-2’ are rather parallel with respect to 

each other and are ordered from less to more conservative, respectively. 
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Fig. 17. Comparison of tensile test results for UA and PS specimens from exper-
imental tests and finite element (FE) simulations, showing values of major and 
minor strains, 𝜖1 and 𝜖2, respectively.

Fig. 18. Forming Limit Curves (FLCs) for 2 mm thick Cu-OFE specimens showing 
three criteria ranging from less to more conservative and a comparison with the 
Swift-Hill and Storen-Rice models.

Table 8 contains the linear equations derived from the experimental FLC 
curves, for the three above-mentioned criteria.

Concerning the 4 mm thick Cu-OFE sheet, the ‘Average’ curve 
matches well with the Storen-Rice theoretical model for both UA and 
PS cases, and also with Swift-Hill model in the PS zone; whereas the 
‘Maximum’ curve matches better with the Swift-Hill model, especially 
close to the UA zone. For a 2 mm thick Cu-OFE sheet, the PS ‘Maximum’ 
limit fits into both Storen-Rice and Swift-Hill models; while for the UA 
10

limit, Storen-Rice fits to the ‘Average’ one.
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Fig. 19. Forming Limit Curves (FLCs) for 4 mm thick Cu-OFE specimens showing 
three criteria ranging from less to more conservative and a comparison with the 
Swift-Hill and Storen-Rice models.

Table 8

Summary of the forming limit curve equations (applicable to the 2nd quadrant) 
for 2 mm and 4 mm thick Cu-OFE annealed sheets, corresponding to the fitted 
linear regression of average UA and PS data points shown in Figs. 18 and 19, 
respectively.

Necking Criterion 2 mm thickness sheet 4 mm thickness sheet

Maximum strain (less 
conservative)

𝜖1 = −0.70 ∗ 𝜖2 + 0.56 𝜖1 = −0.66 ∗ 𝜖2 + 0.69

Average strain (moderately 
conservative)

𝜖1 = −0.69 ∗ 𝜖2 + 0.47 𝜖1 = −0.71 ∗ 𝜖2 + 0.49

ISO 12004 (more conservative) 𝜖1 = −0.95 ∗ 𝜖2 + 0.28 𝜖1 = −0.90 ∗ 𝜖2 + 0.34

When calculating a limit with ISO 12004-2 or ‘Maximum’ criterion, 
the obtained FLCs for 4 mm and 2 mm thick sheets show increased 
formability with increased thickness. While the curve obtained with ‘Av-
erage’ criterion results in similar formability, regardless of the thickness 
of the metal sheet.

At the left region from the uni-axial strain (zone close to pure shear 
strain path) is expected that the failure will not occur by thinning (i.e. 
necking) and the sample will fail directly by rupture. At the above-
mentioned zone the FLC could be considered flat (similar to Storen-Rice 
model) for a conservative approach or be extended with the same slope 
from the UA-PS line, thus in agreement with Swift-Hill model.

The Forming Limit Curves (FLC) reported in the literature [16] for 
Cu-OFE annealed sheets (C12000) of low thickness (0.66 mm) fall be-
tween the curves labeled ‘Average’ and ‘Maximum’ in the present work. 
This might be due to the fact that the curve from [16] was built with 
strains derived from fiducial markings etched onto the surface of sam-
ples prior to deformation, thus capturing part of the localized plastic 
deformation, as our two less conservative criteria do. We believe that, 
to perform moderately conservative forming operations on thick sheets 
while avoiding the initiation of local necking, one should target strain 
levels that fall between the curves labeled ‘ISO 12004’ and ‘Average’.

While this study focuses on the annealed temper state to maximize 
formability and reduce intermediate annealing steps, it is important to 
note that harder temper states, such as quarter-hard, half-hard, or hard, 
may be used for applications requiring lower or moderate forming (or 
no forming at all). These temper states preserve grain size and mate-

rial strength (Rp0.2, Rm), which can be beneficial for maintaining the 



Materials & Design 244 (2024) 113191A. Gallifa-Terricabras, J.S. Swieszek, D. Smakulska et al.

Fig. 20. Forming Limit Diagram for Cu-OFE 2 mm thick sheet consisting in the FLC curves (failure by necking) together with the SFFL (failure by fracture in shear) 
based on experimental fracture points and slopes from [24], [25], [26].

Fig. 21. Forming Limit Diagram for Cu-OFE 4 mm thick sheet consisting in the FLC curves (failure by necking) together with the FFL (failure by fracture) and the 
SFFL (failure by fracture in shear) based on experimental fracture points and slopes from [24], [25], [26].
structural integrity of some parts. Dedicated FLDs for these harder tem-
per states would be required in such cases but are beyond the scope of 
this study.

3.3. Fracture limits: SFFL and FFL

The obtained SFFL and FFL curves, shown in Fig. 20 and Fig. 21 for 
11

2 mm and 4 mm thick sheet respectively, demonstrate that an increase 
in fracture strain limits can be expected as sheet thickness increases: 
the limits obtained for 4 mm thick sheets surpass those for 2 mm thick 
sheets.

As explained in Section 2.3.2, it is important to acknowledge that the 
presented FFL and SFFL limits were derived using three methodologies 
that, in turn involve the measurement of distances. These methodologies 
lead to less conservative, moderately conservative, and more conserva-

tive fracture limits. The three limits show significant differences, that 
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Fig. 22. Average surface roughness Ra and hardness HV0.1 vs. major (plastic) 
true strain for 2 mm thick specimen; initial grain size 52 μm. Error bars represent 
one standard deviation for hardness and half of the range for Ra.

Fig. 23. Average surface roughness Ra and hardness HV0.1 vs. major (plastic) 
true strain for 4 mm thick specimen; initial grain size 44 μm. Error bars represent 
one standard deviation for hardness and half of the range for Ra.

arise from the intrinsic methodology employed. The estimated uncer-
tainty of strains calculated from measurement of distances with optical 
microscope images at 20x magnification (resolution 0.01 mm or bet-
ter) is less than 5%. The curves labeled “Jawale 2018”, “Correia 2016”, 
“Silva 2019” are extracted from literature and represent typical trends 
for shear fracture limits of pure Cu sheet. Together with the UA frac-
ture points measured in this work, these references allow to estimate 
the slope and position of the SFFL curves.

3.4. Surface roughness and hardness correlation with strain

The resulting average values of hardness and surface roughness were 
plotted against the true major strain 𝜀1 , as depicted in Fig. 22 and Fig. 23
for 2 mm and 4 mm specimens, respectively.

Based on error propagation methods, the estimated uncertainty in 
the calculated strain 𝜖1 (X axis), derived from measurements of thickness 
and width of specimens with a precision of 0.01 mm, ranged from 0.53% 
for the highest recorded strain values (𝜖1= 1.5) to 2.51% for the lowest 
strain values (𝜖1= 0.27).

It can be observed that the initial values (in annealed state, i.e. zero 
strain) are close to 45 HV for hardness, and about 0.4 μm concerning 
average surface roughness (Ra). After rupture, at a true major strain 
𝜖1= 0.4 (corresponding to a distance significantly far from the crack) 
the 4 mm thick specimens shows a hardness slightly above 100 HV and 
a surface roughness of about Ra=2.5 μm; while for 2 mm thick speci-
mens the values are of about 90 HV and Ra=3 μm. The most extreme 
values measured close to the crack tip have been about 120 HV and 
Ra= 4.5 μm for the 4 mm thick specimens and slightly under 120 HV 
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and Ra = 4 to 5 μm for 2 mm thick specimens. Is therefore observed 
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that both hardness and Ra increase significantly from 𝜖1= 0 to about 
𝜖1= 0.3–0.4 (corresponding to the measured Ag, i.e. elongation at the 
maximum force, or maximum homogeneous deformation). For higher 
strain values, hardness evolves in a more asymptotic manner, while av-
erage roughness (Ra) appears to continue increasing. However, due to 
the measured scatter in roughness, it is difficult to establish a clear trend. 
Note that the maximum major true strain measured at 1 mm from the 
tip is higher for 4 mm thick sheets (about 𝜖1=1.50) than for 2 mm thick 
sheets (about 𝜖1=0.90).

The differences observed between 2 mm and 4 mm thick specimens 
can be due to several factors like: initial grain size, exact necking posi-
tion, operator discretion at measuring the distance to the crack tip and 
the plastic material flow during the test, which will presumably be in-
fluenced by the width-to-thickness aspect ratio.

Given the established correlation between the major strain value and 
the analyzed parameters (surface roughness and hardness), it is envis-
aged to conduct additional research to explore their interdependence. 
Specifically, it is advisable to include strain values within the homoge-
neous plastic deformation regime as well as study the relationship for 
different strain paths.

Fig. 24 shows the evolution of surface morphology and roughness 
in 4 mm thick UA Cu-OFE specimens at different zones (correspond-
ing to different strain levels). The as-received condition (Fig. 24a) has a 
smooth surface with 𝑅𝑎 = 0.4 𝜇m. At 10 mm from the crack (𝜖1 ≈ 0.44) 
(Fig. 24b), roughness increases to 𝑅𝑎 ≈ 2.4 𝜇m. Closer to the crack, at 1.5 
mm distance (𝜖1 ≈ 1.09) (Fig. 24c), roughness increases at 𝑅𝑎 ≈ 4.4 𝜇m. 
The fracture tip (Fig. 24d) shows severe deformation with significant 
surface irregularities, and a close-up (Fig. 24e) reveals certain “wavi-
ness” due to differential plastic deformation of the grains, together with 
some surface voids and slip bands. These results, that are complemen-
tary to the results of Figs. 22 and 23, illustrate the increase in rough-
ness and appearance of deformation features (including surface damage) 
with strain.

In addition to the forming limit diagram presented in this paper, 
it is known other material parameters that evolve with strain are of 
paramount importance for SRF applications.

Therefore, the concept of ‘SRFLD’ can be introduced. The ‘SRFLD’ 
shall be an extended version of the forming limit diagram, with special 
focus on SRF applications, and embedding additional data and mech-
anisms of interest that evolve in function of strain, such as: surface 
roughness, onset of material defects (pores, micro-cracks) [28], [29] and 
eventually extending to other relevant information like thickness reduc-
tion, and hardness evolution. All of these variables may be plotted in 
FLD-like diagrams (with 𝜀1 as y-axis and 𝜀2 as x-axis), in order to visual-
ize their evolution in function of the strain path (uni-axial, plane-strain, 
pure-shear, etc). Dedicated studies, to populate such ‘SRLFD’ data, are 
planned by the authors and are undergoing.

4. Conclusion and future developments

In the context of optimizing the manufacturing process of SRF cav-
ities for particle accelerators, this study presents a comprehensive ma-
terial characterization of annealed Cu-OFE sheets of 2 mm and 4 mm 
thickness including: grain size, hardness, surface roughness and tensile 
mechanical properties, together with the construction of a simplified 
Forming Limit Curve (FLC) and Fracture Forming Limits (FFL and SFFL, 
respectively).

The FLC presented in this work, which serves as a crucial indicator 
for the onset of necking of annealed Cu-OFE submitted to large defor-
mation following different linear strain paths, is determined using three 
distinct criteria: ‘maximum’, ‘average’, and ‘according to ISO 12004-2’. 
These criteria establish a range of necking thresholds, from less con-
servative to more conservative, respectively. It can be noted that the 
‘average’ method proves to be a good match with the Storen-Rice theo-
retical model. This estimation can be applied to both 4 mm and 2 mm 

thick sheets.
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Fig. 24. SEM images of the surface aspect at different zones (corresponding to different strain) of a ruptured UA specimen. Magnification values refer to original 
magnification: a) as-received condition 200x, b) at 10 mm from fracture tip 200x, c) at 1.5 mm from fracture tip 200x, d) overview of the fracture tip 32x, e) close 
up view of image c) 1000x.
The Fracture Forming Limit (FFL) for the 4 mm thick sheet was de-
rived from the same experimental tests used for the FLC. The SFFL limits 
for both 4 mm and 2 mm thick sheets were determined by combin-
ing experimental data with relevant literature information from similar 
materials. It should be noted that both the SFFL and FFL limits were 
obtained using a much simpler and less resource-consuming method, 
if compared to standard approaches like Nakazima or Marciniak tests, 
although they cover only the 2nd quadrant of the FLD. The studies con-
ducted enable the development of a failure model for Cu-OFE sheets, 
which can be widely employed to ultimately estimate the feasibility 
of various large deformation processes, also through numerical simu-
lations.

We introduced the concept of the ‘SRFLD’, an extended version of 
the forming limit diagram (FLD) tailored for SRF applications, which 
shall incorporate additional strain-evolving material parameters such 
as surface roughness, the onset of surface defects, hardness or thickness 
reduction, to provide a more comprehensive understanding of material 
behavior under different strain paths and strain levels.

The preliminary FE analyses conducted by the authors, presented in 
[30], show how the tubular hydroforming process of the copper sub-
strate for superconducting RF cavities exhibits a linear strain path that 
increases monotonically, similar to a uniaxial (UA) path. The results 
obtained from the present work are thus adequate for the feasibility as-
sessment of SRF cavity substrates fabrication by hydroforming, since the 
relevant manufacturing process will be encompassed by the obtained 
FLCs. In future work, the outcomes presented in this study will be ver-
ified through experimental hydroforming trials on several components 
and the results will be benchmarked against finite element (FE) simula-
tions.
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